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Abstract

The driving vision for this project is a distributed “Learning Web Infrastructure”, which makes it possible to
exchange / author / annotate / organize / market and personalize / navigate / use / reuse modular learning objects,
supporting a variety of courses, disciplines and universities. Each of the PADLR subprojects deals with a specific
problem on the way towards this vision. Infrastructure, tools, course materials and archives will be designed / de-
veloped in accordance with international standards for modularization and metadata, and will be compatible across
the PADLR project. We will specify how course modules are built and described (both from a technical and from an
educational point of view), how they are organized and how they are exchanged and reused. Several testbeds at our
universities will be the test and application area of our infrastructure, tools and courselets, providing a rich source of
requirements, feedback and evaluation results for steering our project into the right direction.

This proposal has been based on the 2001/2002 two-year proposal. It therefore describes work for two years
(2001/2002 and 2002/2003), includes a progress report for each submodule describing its achievements for the first
part of the 2001/2002 period, and - for some aspects / submodules - revisions and extensions for the second year.
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� Helmut Pralle, Computing Center Lower Saxony, University of Hannover
� Bernd Rebe, Institute for Social Sciences, TU Braunschweig
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1 Project Overview

The driving vision for this project is a distributed “Learning Web Infrastructure”, which makes it possible to exchange
/ author / annotate / organize / market and personalize / navigate / use / reuse modular learning objects, supporting a
variety of courses, disciplines and universities. The challenges for reaching this vision are manifold, and the PADLR
Project Proposal therefore consists of quite a few modules and subprojects, each dealing with a specific problem on
the way towards our goal, involving researchers from various areas of computer science, and from other disciplines.
Together we are working on the necessary infrastructure, middleware, tools, courselets and distributed archives (to
be designed/developed in accordance with international standards for modularization and metadata), and make them
compatible across the whole PADLR project. We specify how courselets are built (both from a technical and from
an educational point of view), how they are organized and how they are exchanged and reused, and how distributed
content archives can be queried and navigated.

We use several testbeds at our universities for providing a rich source of requirements, feedback and evaluation
results, and as test and application areas of our infrastructure, tools and course materials, helping us to steer our project
into the right direction.

The PADLR subprojects are grouped into three different modules, including descriptions of testbeds at the partic-
ipating sites. The proposal consists of three intertwined modules, with several submodules each:

� The module “Infrastructure and Intelligent Services” includes work on exchange facilities and basic infrastruc-
ture, personalized queries and views over distributed learning materials, automatic extraction of metadata and
ontological information, as well as courseware discovery and annotation.

� The module “Server and Client Side Tools” includes work on modular content archives and video/audio captur-
ing and metadata annotation tools.

� The module “Shared and Personalized Access to Educational Media” includes work on personalized learning
sequences, interfaces, and guidance, personalized access to large text archives and personalized and shared
mathematics courselets, as well as WebService-oriented courseware, marketing efforts, and copyright issues.

1.1 Proposal Structure

The proposal is structured as a framework + modules document. In the overview/framework pages we have given an
overview of the project and its overall research agenda, and briefly listed the individual PADLR modules. Module
descriptions written by the subgroups responsible describe the research agenda in each submodule in more detail.
Each module description includes explicit information about how it is integrated into the total framework and de-
scribe the interaction with other modules and groups (focusing especially on cross-disciplinary and cross-institutional
collaboration). The descriptions further specify deliverables, timelines, testbeds and budget information.

The core of the proposal corresponds to the original two-year proposal prepared for the 2001/2002 WGLN Call
for Proposals. It additionally includes the two submodules Courseware Watchdog and CORI-PADLR, which were
included as part of PADLR in the L3S grant application to the BMBF, and integrated as official PADLR submodules
at the September 2001 WGLN Meeting. It further includes the L3SCPD submodule (started as a separate local project
last year), with the goal of integrating it further with the other PADLR activities, and it includes an extension to the
Edutella submodule (Large-Scale Edutella and Interfaces), which was started in January 2002 as local L3S addition
to PADLR, adding one additional research position for this infrastructure submodule. Lastly, it includes the new
submodule WebServices, to be started in the current year.

All submodules (except WebServices and Extract, which are to be started in the 2002/2003 funding period) have
been running since fall/winter 2001, and include therefore a (separate) progress report and descriptions and lists
of deliverables / publications (item 3 of the 2002/2003 WGLN Call for Proposals). We have also included short
biographical sketches of the heads of the respective research groups (item 6 of the CfP) in the appendix of this proposal.

Compatible with the original 2001/2002 proposal, budget has been listed for two years in most cases and (in some
cases) for a third year to give an impression for possible further extensions, though, for the 2002/2003 WGLN proposal
process, only the second year budget (for continuing submodules) and the first year budget (for new submodules) is
relevant. Consequently, only the 2002/2003 budget (grouped by research groups/PIs) is listed in the PADLR budget
spreadsheet.
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1.2 Introduction to the 2001/2002 Progress Reports

Projects have started in fall/winter 2001, so submodules have been running for 5 to 8 months until now. As it is
obviously impossible to do justice to each submodule by including one joint progress report for the large number
of submodules integrated within the PADLR framework, we have included a progress report for each submodule
for the first funding period, which describes the work done in this submodule, including reports and publications
(demonstrating the scientific quality of the work done so far), research visits (not including the numerous visits of
participating institutes in the same country) as well as related work.

As documented by these progress reports, research collaboration within PADLR has been widespread and fruitful,
resulting in many jointly authored publications, with more being worked upon right now, using short and longer term
research visits and other forms of collaboration. Results of the PADLR project have already been included as a basis
for several research consortia, including the open source project Edutella (which already includes about 45 participants
from research institutions in Europe and the US), EU funded projects on semantic web technology and e-learning (5th
framework), national consortia in Germany and Sweden, as well as several ongoing initiatives within these contexts
as well as the forthcoming EU 6th framework program. Furthermore, PADLR participants have been active in various
standardization committees for metadata (IMS, DIN, etc.), networks of excellence (OntoWeb etc.), working groups
and program committees for conferences and workshops in the areas relevant for the PADLR project.

In addition, the PADLR project has been holding regular half-yearly workshops since its inception. The first
(startup) workshop was held in Hannover (September 10 and 11, 2001), the second one in Uppsala (March 11 and 12,
2002), and the third one is scheduled for September 26 and 27, 2002, again in Hannover. Furthermore, we use the
PADLR BSCW server both as internal common workspace (for workshop notes, discussion items, etc.) and as public
presentation space1.

2 Module: Infrastructure and Intelligent Services.

2.1 Exchange Facilities / Basic Infrastructure

2.1.1 Submodule Description

Working Title. Edutella: An Infrastructure for the Exchange of Educational Media

Contributing Research Groups and PIs. Stanford Infolab (Manning/Decker), Hannover KBS (Nejdl), Stockholm
CID/KMR (Naeve)

Problem Description. Every single university usually has already a large pool of educational resources distributed
over the institutions. These are under control of the single entities, and it is unlikely that these entities will give up
this control. Thus central-server approaches for the distribution of educational media are unlikely to happen. To
facilitate exchange of educational media, we propose to develop an exchange network for educational media, based
on an approach based on peer-to-peer (P2P) networks. These P2P networks have already been quite successful for
exchanging data in heterogeneous environments, and have been brought into focus with services like Napster and
Gnutella, providing access to distributed resources like MP3 coded audio data.

However, pure Napster and Gnutella like approaches are not suitable for the exchange of educational media. For
example, the metadata in Gnutella is limited to a file name and a path. While this might work for files with titles like
“Madonna - like a Virgin”, it certainly does not work for “Introduction to Algebra - Lecture 23”. The educational
domain, we thus see, is in need of a much richer metadata markup of resources, a markup that is often highly domain
and resource type specific. In order to facilitate interoperability and reusability of educational resources, we need to
build a system supporting a wide range of such resources. This places high demands on the interchange protocols and
metadata schemata used in such a system, as well as on the overall technical structure.

The “Open Archives Initiative”, which has recently defined a HTTP-based protocol for retrieving metadata infor-
mation about digital documents from library servers, is an interesting initiative, whose further development might also

1http://www.learninglab.de/workspace/padlr/index.html
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be of interest to the issues discussed in this proposal. Currently, though, it is server-retrieval protocol only, and just
only Dublin Core as its basic schema.

Research Plan and Deliverables. To solve these problems we propose to use a metadata based peer to peer system
for educational resources, including Edutella nodes providing different client/server functionalities based on common
and interoperable metadata and P2P conventions. Constructing such a system will pose two concrete problems: 1)
define the metadata infrastructure and functionalities for Edutella and 2) define the peer-to-peer infrastructure and
functionalities. For both problems we have to define the basic (abstract) model and to design a sound implementation.

For defining and implementing the metadata infrastructure and functionalities (1), we have the tackle the following
tasks:

1. Metadata and metadata schemata for learning resources. We need to specify a basic model (RDF, RDF(S),
[Las98]) to express metadata, to identify / describe metadata schemata (standard schemata like IEEE-LOM
(P1484.12) to describe general aspects of learner resources, MPEG-7 for specific aspects of audio-visual content,
and area/subject specific metadata like the ACM classification scheme for computer science topics, etc.) and
to describe how additional kinds of metadata schemata can be added (e.g. learner models (IEEE P1484.2),
which characterize learners and their knowledge/abilities to enable personalized instruction and allow creating
and building personal learner models utilizized throughout their education and work life). Using RDF and
RDF(S) will be strategically important in order to design our system to be compliant with the next generation
(= semantic) web [DvHB

�

00, BKD
�

01, NWC00]. Interoperability with existing web standards and metadata
schemata are crucial requirements to lower the entry level into the system. This is the fundamental part of
defining the metadata information handled by the Edutella system (KBS, CID, IfN).

2. Defining the metadata handling capabilities (API, query language, updates) and identify required functionalities
for the access to the metadata. Edutella will bring not only multiple and distibuted content, but multiple and
distributed meta-data as well (where several different schemata for the same content will be possible and several
authors provide metadata for the same content). Metadata therefore have to be identifiable and reproducible to
ensure that different meta-data sets are consistently separable, metadata will be seen as a resource on its own
(see also the next point on schema interoperabilitiy). This is the fundamental part of accessing and working
with Edutella metadata irrespective of particular storage representations. See also [Nae99, NP99] (Infolab, CID,
KBS).

3. Define and set up metadata schema bureaus, i.e. servers that store metadata schemata and classifications used in
the Edutella network (see also [DEFS99]. Enabling access to such explicit descriptions of schemata is crucial
in order to allow sharing of metadata schemata within user communities [HH00]. RDF schemata already sup-
port this mechanism, RDF metada explicitly reference machine readable descriptions of the schemata they are
instantiated from. These schemata will then be available as resources within the Edutella network. (Infolab)

4. Implement ontology/schema mapping capabilities to be used within the Edutella network in order to allow
exchange of metadata based on different, but related metadata schemata. (Infolab)

For the peer-to-peer infrastructure and functionalities (2), the following tasks are important:

1. Define a set of well-designed interfaces to the Edutella system and protocols between Edutella nodes, that allow
access to and interchange between Edutella resources. Again we can build upon emerging Web standards (like
the SOAP messaging protocol which uses HTTP to carry messages that are formatted with XML and thus
provides a lightweight standard object invocation protocol built on Internet standards [BEK

�

00], or the new
JXTA open source initiative proposed by SUN). This makes it possible to implement Edutella facilities e.g.
as plugin modules to SOAP enabled servers (such as Apache). Even more lightweight basic servers can be
imagined, for example using simple WebDAV over HTTP, or a read-only servers serving metadata as static
XML files. Integrating such lightweight server capabilities into arbitrary Edutella nodes leads to a P2P network
where every node can offer services to other nodes (possibly with different sophistification). This approach
satisfies the very important demand that setting up a basic Edutella server should be a very simple procedure,
and that different layers of added functionality can be added step by step later. This is the fundamental part of
accessing Edutella services over the Internet/Web (see also [DB01]. (CID, KBS)
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2. Implement an open-source base library and set of plugin modules with support for the basic metadata model for
Edutella nodes and the peer-to-peer networking details between Edutella nodes. These libraries/modules will
provide basic access and update functionalities for Edutella nodes, and will also be used in other submodules
(like “modular content archives” and “lightweight tools”) (KBS)

3. Implement a set of extended functionalities on top of this base library in order to support different types of
extensions (e.g. an ontology inference engine or filtering [Pet00]). Functionalities provided by other submod-
ules like “personalization” can also be implemented as such extension plugin modules plus appropriate meta-
data/metadata schemata. Important further aspects include loadbalancing and efficient querying in the Edutella
network, influencing both protocol design and dynamic reconfiguration of network (KBS, Infolab).

Dissemination, Testbeds and Evaluation Dissemination of results will be done through reports and scientific pub-
lications on the different aspects outlined in the research plan. A set of prototype implementations at the participating
sites as described above will be available after the first year, which will be refined and extended during the second
year based on a evaluation and feedback from these implementations. We will use several specific courses as well as
existing intra- and inter-university project cooperations as resources for our requirements analysis and as testbeds for
our implementations.

In Germany for example, our testbed context will be courses for the ULI project, a distributed computer science
program, where 8 universities and 17 CS professors will work together for 3 years to create a distributed computer
science study program as well as course content for these courses (financed with about 3 Mill. Euro for the next
three years). KBS is one of these partners (responsible for the area of artificial intelligence), and will use this project
as a testbed for the infrastructure and tools developed, both in the requirements, refinement and evaluation phase.
In Sweden, our testbeds will consist of the modular content archives for humanities and of personalized and shared
mathematical courselets.

Collaboration and Scholarly Exchange. Strong interaction with all modules building tools und functionalities,
in order to define common standards, strong interaction with all modules working with testbeds in order to define
requirements, and to use evaluations to drive development. Use research visits (2 weeks up to 3 months) (Hannover,
Stanford, Stockholm) in order to integrate design and development within this module and with other modules .

Budget Overview (including overhead costs).

KBS: 70K first year, 40K second year. Budget will pay for one / part of one Ph.D. Student, L3S infrastructure costs,
travel and exchange.

IfN: 20K first year. Budget will pay for part of a Ph.D. student, L3S infrastructure costs, travel and exchange.

Infolab: 70K first year. Budget will pay for one Postdoc, overhead costs, travel and exchange.

CID/KMR: 30K first year, 30K second year. Budget will pay for part time Ph.D. Student, overhead costs, travel and
exchange.

2.1.2 Progress Report (KBS/Nejdl, AIFB/Studer, Infolab CS/Manning/Decker, CID/KMR/Naeve, DBL/Risch).

Participants. Due to the importance of this common infrastructure module, we have allocated even more resources
as planned originally to this submodule, including additional participation by the AIFB Institute (Karlsruhe) and the
DBL Lab (Uppsala). This intensive collaboration has been very fruitful, and work has progressed fastly in the areas
of infrastructure specification, design and implementation of the Edutella infrastructure as an open source project, as
an intense collaborative effort between the two groups in Germany (KBS Hannover, AIFB Karlsruhe), the group in
Stanford (Infolab CS), and two groups in Sweden (CID/KMR Stockholm, DBL Uppsala).

During the first months we have defined the Edutella P2P infrastructure in more detail, including a family of
query exchange languages (QEL) which allows heterogeneous and distributed systems to be asked for their metadata
[NWQ

�

02]. This work has been complemented by implementations of adapters which translate QEL to query lan-
guages of other systems. Adapters to SQL, RDQL, XPath and O-Telos are available. A first step towards definition
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of a modification language has been done [NSST02]. This will enable annotation and replication of metadata using a
standardized interface.

As underlying peer-to-peer framework the open source project JXTA has been chosen, and a working infrastructure
implementation has been built on this foundation. We have set up Edutella as as part of the JXTA project (see the
Edutella Project Home Page2), which includes all sources and libraries to be downloaded as open source. As of end of
May, the Edutella project encompasses 45 project members, contributing to or testing the Edutella infrastructure (see
the Edutella Project Member Page3).

Several application prototypes and metadata providers have been implemented to show the validity of our approach.
Integration with other submodules has started, especially with Modular Content Archives: Metadata describing the
content of the Open Learning Repository, developed at KBS, Hannover, can already be accessed via an Edutella
provider. Conzilla, developed at CID/KMR, Stockholm, can act as Edutella peer. Edutella has also been integrated
with the KAON framework, developed at AIFB, to create an annotation service for Edutella [NWST02]. Also, Edutella
will be used as basic infrastructure in an EU 5th framework project which will be starting this summer (ELENA),
[KSV

�

02], and has already been adopted by several German research institutes (including two Fraunhofer institutes)
as underlying P2P infrastructure. Work has also started to combine the Edutella approach with the Open Archive
Initiative standards [ANS02]. For an overview over Edutella and related projects/submodules, see [Nej02].

To complete the set of available RDF query languages in EDUTELLA a new query language for querying RDF
was developed [SD02a, SD02b]. The language, TRIPLE, is based on Horn logic and designed for querying and
transforming RDF models. TRIPLE does not have a fixed built-in semantics for object-oriented features like classes
and inheritance, but the modular architecture allows such features to be easily defined for different object-oriented and
other data models like UML, Topic Maps, or RDF Schema. Recent ontology language approaches like DAML+OIL
[DAM01] that cannot be fully handled by Horn logic are provided as modules that interact with a description logic
classifier, e.g. FaCT [Hor01], resulting in a hybrid rule language. Since EDUTELLA connects heterogeneous peers
with metadata descriptions of their content based on various standards, TRIPLE enables the effective integration and
joint querying of these peers.

Peer-to-peer networks like EDUTELLA are envisioned to be deployed in a wide range of applications. However,
unorganized P2P networks exhibit characteristics that severely hamper their scalability to a large number of nodes,
among them long search times, network traffic overload and traffic hotspots and pushing search times to unacceptable
limits. To address these problems within EDUTELLA, we developed a novel approach to selforganizing P2P networks,
HyperCuP [SSDN02b]: We propose a Hypercube-based network topology which enable efficient broadcast and search,
and we describe a broadcast algorithm that exploits the topology to reach all nodes in the network with the minimum
amount of messages possible. We provide an efficient topology construction and maintenance algorithm which, crucial
to symmetric peer-to-peer networks, does not require any central server nor super nodes in the network. Nodes can
join and leave the self-organizing network at any time, and the network is resilient against failure.

To further optimize the EDUTELLA networks we developed a novel organization approach for P2P networks based
on ontologies [SSDN02a, SSDN02c]: Usually, each peer in a P2P network can provide content that is associated with
particular topics. These topics can be arranged as concepts in a global ontology, hierarchically classified by is-a links.
It is desirable to restrict the broadcast of a query message to peers that can potentially provide information related
to the concepts asked for in the query. We extended the Hypercube routing algorithms with ontology-based routing
methods which can be exploited for directed search and broadcast on HyperCuP-based P2P networks.

Coordinated by the CID/KMR-group (Naeve et al) and together with partners from L3S, from the University
of Economy, Vienna (UNIVERSAL project) and other, we have produced an RDF binding for the IMS Metadata
information model. This work has been done mainly within IMS. Moreover, a parallel track has recently been launched
within IEEE to make it an official standard which will build upon the work done for our IMS binding. During the 2nd
year the KMR-group will hopefully be able to finalize this work and start to work on an RDF binding for the IMS
Content Packaging information model to enable expression and search for course structures (and more).

Also, we have been involved in separating and defining the different levels of query language and their expression
in RDF. The KMR-group has contributed especially in two ways in this process. First the represention in RDF is done
very carefully, e.g. it doesn’t break the basic assertional semantics of RDF (mainly via using a reified syntax which
solves several problems, e.g. allowing queries to be addressed and searched for just like any other metadata in the

2http://edutella.jxta.org
3http://edutella.jxta.org/servlets/ProjectMemberList
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system). Secondly, a special user-friendly flavor has been designed and made compatible with QEL level 2 (it may
be extended to higher levels later) and a user-interface supporting this expressiveness is being developed in Conzilla
[NNP01, Nae01]. This graphical query language has been documented and presented e.g. at WWW2002 (see also
[NWQ

�

02]). This work will continue during the second year.
The KMR-group is further designing and leading the development of the SCAM (Standardized Content Archive

Management) system - a data/metadata archiving managment system which in version two (under development) will
act as an Edutella provider. Since SCAM is a small but extendable server-side system based on semantic web tech-
niques, it fits well into the picture of a distributed network of locally-controlled providers. SCAM is actually (and
will continue to be) a separately funded project that utilizes the techniques of Edutella and semantic web in general,
and some of the design is based on compatibility with the Edutella network. SCAM is already used in several of
the testbeds to avoid reinvention of the wheel. Also the Swedish national educational television and radio (UR) has
choosen SCAM as a base for their future system for providing their resources on the web, which will enrich the
Edutella network with high quality resources. During the second year, KMR will further work on implementations
of Edutella peers (clients and providers) and their interfaces. A more detailed exposition of the connections between
SCAM, Edutella and Conzilla is available at http://kmr.nada.kth.se/papers/SemanticWeb/Edutella-2nd-year-CID.pdf4.

Research visits

� M. Palmer (Stockholm) has spent a week at L3S to work on RDF bindings for educational metadata standards
and integration of Edutella and Conzilla (September 2001)

� T. Snackerstrom (Uppsala) has spent a week at L3S to work on integration of AMOS as Edutella hub (March
2002).

� W. Siberski (L3S) has been at Stanford to work on an enhanced peer-to-peer implementation and plan integration
of TRIPLE and Edutella (April 2002).

� W. Nejdl (L3S) is spending a sabbatical at Stanford, CS Department, Infolab, working on various aspects of the
PADLR project (March to August 2002).

2.2 Exchange Facilities / Basic Infrastructure II

2.2.1 Submodule Description

Working Title. Large-Scale Edutella and Edutella Interfaces

Contributing Research Groups and PIs. University of Hanover, L3S (Nejdl)

Problem Description. With simple distribution approaches (e.g. broadcast of queries to all peers) a peer-to-peer
network like Edutella is unable to scale for more than hundreds of peers. Therefore more sophisticated techniques
have to be introduced. But scalability not only has a technical side; there is also the community aspect. By building
communities of peers with similar contexts a large network becomes feasible. How to structure these communities
best for educational purposes has to be investigated.

Besides these architectural issues, interfacing of existing systems with Edutella is important. We will therefore ex-
tend our previously planned work by implementing additional wrappers for various backend systems (learning repos-
itories, RDF query languages and XML-based systems). We also need to define and implement additional mappings
between XML and RDF representations for educational metadata to let XML based systems become peers easily.

4http://kmr.nada.kth.se/papers/SemanticWeb/Edutella-2nd-year-CID.pdf
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Research Plan and Deliverables. Our research will cover the following aspects:

Replication: One way to enhance performance of a large network is replication of data. Therefore we plan to intro-
duce means to replicate metadata between repositories. This part will cover specification of a suitable replication
(or general modification) protocol for RDF repositories (along the lines of the proposed query protocol). We
also want to investigate which kind of replication strategy is optimal in the Edutella context (source peer vs.
target peer controlled, point-to-point vs. multicast, etc.).

Optimized Request Handling: To reduce overhead we can exploit techniques to find the nearest peer which provides
the metadata to answer ones request. There are already approaches proposed for peer-to-peer networks which
allow redirecting requests to suitable peers (e.g. by maintaining local indices, see [CGM02]). However, these
approaches are targeted to P2P networks for simple file exchange, which have other properties and constraints
than an educational peer to peer network. Therefore it is necessary to build an infrastructure supporting per-
formance experiments, which will enable us to evaluate and compare different approaches in an environment
similar to the “real-world” network.

Community Management: Another way to let the network scale is by logically partitioning it. Requests by a peer
will be handled at his (logical) context first and distributed further only if the request can’t be met (regardless
of technical settings like subnets, etc.). The primary purpose of such a partition is to allow peers to join groups
most suitable for their interests. Of course, this will typically also reduce the need for distribution of messages
and therefore decrease performance requirements (bandwidth, etc).

Typical learner communities will be participants of courses, study programs, or students at the same university.
For instructors partitioning by research topics or advertised interests might be appropriate.

Advancing Educational Metadata Standards: To allow interoperability between Edutella and SCORM-conformant
systems we will specify a RDFS binding for SCORM 1.2 and implement libraries and tools for conversion
between XML and RDF representations of educational metadata. Our learning system OLR will incorporate
the instructional roles approach [ADN02a]. We will expand the existing standards with schema information to
capture metadata about these roles.

Mapping RDF metadata and Java Objects for educational systems: Mapping RDF metadata and Java Objects for
educational systems: In metadata driven educational systems we often find two different models for educational
material. For storage and exchange purposes the material properties are captured as statements about these
materials, according to a metadata schema. For modification and presentation purposes they are held as objects,
according to a class model. Currently there is a gap between these models. There are a lot of similar concepts
(e.g. rdf:type vs. java interface/class, rdf:property vs. java attributes), but no seamless translation between them.
The necessary mapping between metadata and object model has to be developed manually for each system. Our
goal is to automate this mapping as much as possible.

Wrappers for Medatada Stores: Wrappers for metadata stores: To integrate existing metadata stores we plan to
implement an extended set of wrappers: As a native XML database, dbXML can be used to store meta-data
application profiles (XML/RDF) in their original XML format. At present a dbXML-based learning resource
repository constructed using Dublin Core and its RDF binding has already been integrated into the Edutella net-
work. Other repositories based on some higher level learning resource specifications, e.g., LOM and SCORM,
will be available very soon. All these repositories will share a minimal interoperable level (Dublin Core) in the
Edutella network. RDQL is a RDF query language implemented as part of the Jena framework. The imple-
mentation allows querying RDF files directly. The wrapper for RDQL we will implement is targeted to enable
lightweight provider peers, using simple files to store metadata.

Furthermore by implementing wrappers for systems that provide services in addition to data and metadata stor-
age we provide these services to the Edutella network. As an example for this kind of services we will develop a
wrapper for the ConceptBase system, which is a deductive object manager for meta databases, as well as another
wrapper to Prolog. All wrappers accept queries formulated in RDF-QEL, answers are stated using simple RDF.
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Deliverables.

� Specification of replication/modification protocol for Edutella

� Reference implementation for Edutella replication module

� Test infrastructure for Edutella performance experiments

� Community management module for Edutella

� RDF-Binding for SCORM, extended with instructional role information

� Wrapper modules for RDQL, dbXML, Conceptbase and Prolog as Edutella modules

� Mapping framework between RDF data and java objects as Edutella module

Dissemination, Testbeds and Evaluation. Dissemination of results will be done through reports and scientific pub-
lications on the aspects outlined in the research plan. One of our most important means for dissemination is the
open source project Edutella. All specifications and implemented modules will be available as part of this project.
For the replication specification and implementation we will be able to use the UNIVERSAL platform [BEG

�

01] as
productive testbed.

Collaboration and Scholarly Exchange.

� Wirtschaftsuniversität Wien: Replication

� P2P Group Stanford: Scalability (technical aspects)

� AIFB, Karlsruhe: Edutella interfaces

Budget Overview (including overhead costs).

KBS: 70K second year. Budget will pay for one Ph.D. Assistant, L3S infrastructure costs, travel and exchange.

2.2.2 Progress Report (KBS, Nejdl).

Some deliverables have already been achieved in the first months of this year (especially in the areas of replica-
tion/update, metadata standards, Edutella wrappers, and P2P topologies), which are described in Section 2.1.2 and
Section 3.1.2. Furthermore, within the collaboration started within this submodule, we have successfully proposed the
EU/IST 5th framework project ELENA (Creating a Smart Space for Learning), under the topic “ambient intelligence”,
where the L3S is focussing on P2P- and personalization issues in a smart learning space [KSV

�

02].

2.3 Personalized Queries and Views over Distributed Learning Materials

2.3.1 Submodule Description

The module will provide an infrastructure for advanced personalized query facilities on top of the Edutella meta-data
and peer-to-peer infrastructure. This would complement the deliverables in the module ’Infrastructure and Intelligent
Services’.

Working Title. PSELO: A personalized search engine for learning objects.

Contributing Research Groups and PIs. Uppsala University (Risch)
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Problem Description. In a distributed learning environment there will be large numbers of learning objects and
courselets stored in many distributed and differing data stores on the Internet. Without guidance, students will have
great difficulties to find the learning objects relevant for a particular learning task. The meta-data descriptions provide
information about properties of the learning objects, but the meta-data by itself does not provide for handling recon-
ciliation of differences between different objects nor does it provide for customized and efficient queries over views
of reconciled learning objects.

Research Plan and Deliverables. The purpose of this module is to provide technology for defining personalized
learning views of relevant learning objects / courselets for each subject, student, or task. These personalized views
focus the data primarily seen by a user to a particular set of relevant objects. The student can then explore the relevant
learning objects through a powerful and subject-oriented query language. Here subject-orientation means that the
operators used in queries are specialized for a particular learning subject. Such a query language provides a tool
for the student for advanced exploration of a subject. It should be possible to dynamically change and adapt the
personalized view for each student, task etc., as new knowledge is increasingly deeper explored.

The personalized views are defined from the meta-data model. In our approach these views are defined for the
user as a set of object-oriented (OO) data views inferred from meta-data. Subject-oriented queries are then specified
in terms of the personalized data views using an extensible OO query language.

For defining and implementing such a query infrastructure the following tasks need to be solved:

1. The subject-oriented queries should be expressed in terms of the meta-data model of learning objects. The
system must therefore have the ability to interpret meta-data definitions of Eduella. The learning object often
have complex structures that need to be viewed as object structures. The query language must thus have the
ability to express queries and views over complex object structures.

2. To support subject-oriented queries it must be possible to easily extend the query engine with knowledge mod-
ules implementing the subject-oriented query operators. This includes plug-in facilities for implementing both
query operators as well as optimization rules for subject-oriented queries.

3. Since the learning objects are stored in many different places and in many different formats the query engine
must be able to deal with queries that span many heterogeneous and distributed data sources.

A major challenge is here to efficiently process subject-oriented queries that access and process many distributed
and heterogeneous knowledge objects. The query execution should thereby utilize the peer-to-peer infrastructure
of Eduella.

The project enhances data integration technology for support of learning applications and is expected to enhance
the state-of-the-art in the areas of database and data integration techniques. It will produce reports and scientific
publications.

The work will extend on research developed at Uppsala Database Laboratory (http://www.dis.uu.se/˜udbl) on OO
queries over distributed and heterogeneous data [VT99a, VT99b, RJ01]. Research from other institutes on wrapping
and searching heterogeneous, distributed, and semistructured data, e.g. [GMPQ

�

97, LC97, TRV98], is also applicable.
Other important supplemental components are user interface modules for subject-oriented visual query specifications
and for visualizing retrieved learning objects, which can be added as plugins.

Dissemination, Testbeds and Evaluation In the project we will implement a prototype search engine, PSELO,
that provides personalized OO views of the distributed learning objects. The prototype system will demonstrate the
feasibility of the approach and serve as a platform for further experimentation and evaluations.

It is envisioned that this technology will be an important component of the Edutella infrastructure. It would utilize
the meta-data protocols of Edutella for providing the terminology in which the personalized views and queries are
expressed. It will use the Edutella peer-to-peer infrastructure for efficient access to learning objects from the queries.
With the proposed system it will furthermore be possible to incorporate algorithms for a particular subject as system
plug-ins that define subject-oriented query operators.

Collaboration and Scholarly Exchange. The work on this module is closely related to other modules building tools
and functionalities. Research visits to other participants are expected to be complemented with dayly e-mail contacts.
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Budget Overview (including overhead costs).

Uppsala: 35K first year, 35K second year. Budget will pay for half a Ph.D. Student, infrastructure costs, travel and
exchange.

2.3.2 Progress Report (DBL, Risch).

A general query engine was developed for queries to RDF and RDFSchema meta-data descriptions. It is fully im-
plemented and can be downloaded from http://www.csd.uu.se/˜udbl/amos/rdf5. The query engine can import general
RDFSchema descriptions from the web, which are then converted to an object-relational semantic data model. General
object-relational queries to the imported meta-data can then be issued both in terms of RDFSchema objects and RDF
binary relations. This is the core of the PSELO engine. It is an extension of the Amos II mediator system.

The mediator system Amos II was interfaced with the JXTA peer-to-peer infrastructure. The interface allows Amos
II peers to be called through JXTA. With the interface general object-relational mediator queries can be submitted
through JXTA to an Amos II peer for evaluation. It can also be downloaded from http://www.csd.uu.se/˜udbl/amos/rdf
(soon).

The PSELO architecture, its RDFSchema meta-data query engine, and the JXTA interface to Amos II mediators
were presented at the PADLR workshop in Uppsala, March 11, 2002. PSELO provides an infrastructure with which
arbitrary web sources described through RDFSchema can be integrated and queried. The JXTA-interface allows Amos
II to be called from other peers and provides the basis for using PSELO as an Edutella peer. In our contribution to the
paper on Edutella presented at the WWW-2002 conference in Honolulu [NWQ

�

02] we showed how Amos II could be
used as a peer in the Edutella infrastructure allowing integration of different data sources both from the web (through
PSELO) or from other sources (e.g. relational databases).

In [LRK02] we show a general method to import XML data into an object-relational mediator system allowing
to query and integrate general XML data using an object-relational data model. The object-relational schemas are
inferred from the DTDs when available. However, for DTDs with unspecified properties, for XML documents without
DTDs, or for XML documents with errorneous DTDs the inferred object-relational schema is adapted as new XML
documents are added.

2.4 Automatic extraction of metadata and ontological information

2.4.1 Submodule Description

Contributor. Chris Manning (Infolab/CS, Stanford)

Working Title. Extract: Automatic extraction of metadata and ontological information.

Problem description. The basic infrastructure portion of the proposal depends on the availability of accurate meta-
data for learning resources, built to fit within a loose ontology. While a metadata framework provides a lightweight
solution to many of the problems to be addressed in this project, it leaves the question of where the metadata is to
come from. For core content, hand-annotation is possible. However, even for core content, this will be difficult: busy
educators will not appreciate having to carry out an additional task beyond content creation. A reason why many CBL
projects fail is because the materials change more slowly than educational needs. Any tool that can reduce this burden
by semi-automatically providing metadata will be useful. The problem is even more acute for the enormous world of
information (e.g., on the Web) outside the core resources. There is already a vast array of useful teaching resources on
the web, and students could often get value from making use of advanced or complementary materials at other insti-
tutions. However, connected to the personalization issues of adaptation comes the difficult and very time-consuming
tasks of finding appropriate materials, and determining their prerequisites, etc. In this context, standard keyword search
is of very limited effectiveness, because it cannot filter for: (i) the type of information (tutorial, applet or demo, review
questions, etc.), (ii) the level of the information (aimed at secondary school students, the general public, or graduate
students?), (iii) the prerequisites for understanding the information, or (iv) the quality of the information. Moreover,
there are all the usual problems of keyword-based information retrieval, such as problems with synonymy, polysemy,

5http://www.csd.uu.se/˜udbl/amos/rdf
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and so on. Any method which automatically annotates information from other sources so that it can be easily accessed
within our content repository will be of enormous value. Such additional resources, while of less consistent overall
quality, will magnify the value of our content repository.

Research plan and deliverables. The starting point is the use of statistical information extraction and natural lan-
guage parsing techniques to automatically derive classifcatory and metadata information from primarily textual data
(web pages, Word, postscript or similar documents, etc.). While still challenging for large ontologies, text classifi-
cation methods which semantically categorize an entire document are now relatively well-understood, and provide a
good level of performance. A central research challenge is how to extend these methods to address issues like trying to
determine the prerequisites for understanding a topic, or the quality of the information presented. We believe that two
of the most important sources of information here will be linkage information (in the case of hypertext sources like the
Web), and natural language processing terminology extraction (to identify terms that are assumed without definition
within the text). Determining the level of information is also little explored, beyond crude measures of reading level.
Exploring NLP and machine learning approaches to such problems will be the main focus of the research.

The research will lead to a prototype system which will classify educational resources from outside the repository
with the metadata attributes defined in the central Edutella infrastructure.

Dissemination and Evaluation. The results of the research will be disseminated through scientific publications.
The prototype will be integrated with the Edutella infrastructure in the second year, and evaluated for its success in
finding and classifying suitable information. In the first instance, this success will be measured using information
retrieval evaluation methods. A more task-specific evaluation would involve demonstrating the additional value over
existing resources provided by returned results, as seen in user studies. This evaluation can be an aspect of the more
general evaluation of the testbeds.

Collaborations. On the one hand, this module fits in strongly with aspects of the Edutella infrastructure, in particular
the issue of ontology mapping (InfoLab), which requires similar techniques. On the other hand, resource identification
and accurate classification, in particular identifying approaches and prerequisites are important enabling technologies
for effective personalization, and this project will work closely with KBS and Uppsala groups on personalized content
delivery and computational linguistics methods. Research visits will assist in integrating the design and development
between these two groups.

Budget Overview (including overhead costs).

InfoLab: 70K second year. Budget will pay for one PhD student, overhead costs, and travel.

2.4.2 Progress Report (Infolab, Manning).

This subproject will start in the second year.

2.5 Module: Courseware Watchdog

2.5.1 Submodule Descriptions.

Topics in education are changing with an ever faster pace. Especially in the field of life-long learning the aspects that
need to be taught by information providers must keep up to date with the process in its field. The courseware watchdog
is a comprehensive module which allows users to focus on existing subfields of a discipline, but thereby be aware of
important drifts and tendencies in the field. The courseware watchdog consists of four major components:

1. A focused crawler that gathers data from relevant educational media sources

2. A subjective clustering algorithm that allows to group educational media with similar contents together follow-
ing different types of ontology similarity criteria
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3. An intelligent browsing capability, which allows to understand similarities and differences of educational media
sources

4. A mechanism for updating the ontology in order to reflect a drift of courseware topics

These four components are elaborated in the following submodules. The significant difference to modules like
the automatic extraction of metadata and the personal search engine is the attempt at using unsupervised learning
methodology and intelligent browsing facilities in order to detect trends and tendencies rather than in classifying or
retrieving according to existing structures. Thus, the courseware watchdog nicely complements these other work
packages.

2.5.2 Focused Crawler

Contributing Research Groups and PIs. Univ. Karlsruhe, Institute AIFB (Studer,Stumme)

Working Title. Focused Crawler.

Problem Description. In order to detect related material and topics it is necessary to observe related sites and
check them for congruency with one’s own interests (cf. [HMSS02] on focused crawling for a Human Ressource
Management problem). For this purpose, it is necessary to have a sophisticated crawler that takes advantage of one’s
focus such as expressed in the ontology and in one’s documents.

Research Plan and Deliverables. To solve the described problems the following tasks have to be accomplished:

Crawler: Re-use existing crawlers to collect metadata and relevant documents from “seed” sites. Because existing
crawlers typically “only” deal with gathering but rarely with selection of links according to content, the existing
crawler has to be adapted in a twofold way: 1) Adapt crawler to focus on ontology-congruent documents. 2)
Adapt crawler to focus on documents similar to the ones a user has given as preferable.

Dissemination, Testbeds and Evaluation. Dissemination of the achieved results will be accomplished by scientific
publications in appropriate journals and by demonstrations at symposia. The prototype will be integrated with the
Edutella infrasturcture at the end of the first year.

Collaboration and Scholarly Exchange. Interactions with other modules:

1. Edutella module (Exchange Facilities / Basic Infrastructure)

2. Automatic extraction of metadata and ontological information

3. Personal Search Engine

Use research visits (2 weeks up to 3 months) (Braunschweig, Hannover, Stanford, Stockholm, Uppsala) in or-
der to integrate design and development with other modules. In particular, we expect fruitful interaction with the
workpackage on metadata extraction, because based on additional metadata accuracy of crawling may be increased.

Budget Overview (including overhead costs).

AIFB: 70K first year. Budget will pay for one Ph.D. assistant, L3S infrastructure costs, travel and exchange.

2.5.3 Subjective Clustering

Contributing Research Groups and PIs. Univ. Karlsruhe, Institute AIFB (Studer, Stumme)

Working Title. Clustering with multiple, ontology-based views.
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Problem Description. In order to detect trends and tendencies it is necessary to find outliers or groups of outliers.
Because users typically do not want to exactly specify their complete profile and because users’ profiles tend to change
rather often (which is a major problem for recommender systems), we want to give the user views onto existing
educational media. For this purpose, there have been developed clustering algorithms. Typically, however, clustering
was used to give a single, “optimal” view on (learning) components. This is not suitable to account for the plurality
of views that exist when looking at educational media. E.g. the same or similar slides on the internet might be used
for introducing social effects of the internet or its technical foundations. We have recently developed preliminary
clustering mechanisms that allow to provide subjective views onto documents [HMS01a], which are based on an
underlying ontology. For instance, one view may concentrate on differences and similarities along the ontology parts
that deal with social effects and another view may concentrate on ontology parts that focus on technology. The
objective of this workpackage lies in the elaboration of these techniques and their realization within a framework that
makes them applicable within Edutella.

Research Plan and Deliverables. To solve the described problems the following tasks have to be accomplished:

Adapt ontology for clustering: The ontology determines the view onto the resources. If there are too few concepts
and relations in the ontology there may be the necessity to remodel parts of the ontology or — preferably — to
provide methods to derive a slightly changed ontology from the given one such that it is suitable for clustering.

Implement Clustering: The clustering mechanism must be implemented and integrated in the overall framework. In
particular, it must build on the crawled information and the users’ own data.

Dissemination, Testbeds and Evaluation Dissemination of the achieved results will be accomplished by scientific
publications in appropriate journals and by demonstrations at symposia.

Collaboration and Scholarly Exchange Interactions with other modules:

1. Edutella module (Exchange Facilities / Basic Infrastructure)

2. Focused Crawler

Budget Overview (including overhead costs).

AIFB: 35K first year, 35K second year. Budget will pay for one Ph.D. assistant, L3S infrastructure costs, travel and
exchange.

2.5.4 Browsing of Watchdog Data.

Contributing Research Groups and PIs. Univ. Karlsruhe, Institute AIFB (Studer, Stumme)

Working Title. Browsing of Watchdog Data

Problem Description. Results from crawling and clustering need to be visualized. We plan to blend techniques
from formal concept analysis and open conceptual hypermedia [GBC

�

01] in order to visualize the similarities and
differences between documents and clustering results through lattices [SW00].

Research Plan and Deliverables. To solve the described problems the following tasks have to be accomplished:

Analysis of Underlying Data. This is necessary in order to understand underlying properties of data and metadata,
such as “which data lies on a scale”, etc. This analysis serves as input to the FCA-based browsing.

FCA-based Browsing. FCA-based browsing allows the user to explore similarities and differences between educa-
tional media.
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Dissemination, Testbeds and Evaluation Dissemination of the achieved results will be accomplished by scientific
publications in appropriate journals and by demonstrations at symposia. At the end of this workpackage it will be
integrated into the overall environment.

Collaboration and Scholarly Exchange Interactions with other modules:

1. Edutella module (Exchange Facilities / Basic Infrastructure)

2. Clustering with multiple, ontology-based views

Use research visits (2 weeks up to 3 months) (Braunschweig, Hannover, Stanford, Stockholm, Uppsala) in order to
integrate design and development within this module and with other modules. Workshops will be suitable to promote
collaboration as well.

Budget Overview (including overhead costs).

AIFB: 35K second year, 35K third year. Budget will pay for one Ph.D. assistant, L3S infrastructure costs, travel and
exchange.

2.5.5 Ontology Evolution

Contributing Research Groups and PIs. Univ. Karlsruhe, Institute AIFB (Studer)

Working Title. Ontology evolution.

Problem Description. The watchdog depends on having a reasonable ontology of current topics in order to dis-
tinguish upcoming topics and in order to cluster and present educational material. AIFB will extend its experiences
from ontology learning and detection of new conceptual relationships [MS01, MS00] to ontology evolution. Of par-
ticular interest in the latter case, are the tendencies of drift in usage of terms, while “conventional” ontology learning
rather considers text corpora to be static. Thus, we may extend the given ontology and adapt the overall results of the
courseware watchdog.

Research Plan and Deliverables. To solve the described problems the following tasks have to be accomplished:

Adapt existing learning environment: AIFB already has a set of tools which may be used for this step. However,
it is necessary to augment and adapt them in order to consider the different nature of ontology evolution (in
constrast to ontology extraction), taking into account temporal and spatial heterogenety of educational media.

Dissemination, Testbeds and Evaluation. Dissemination of the achieved results will be accomplished by scientific
publications in appropriate journals and by demonstrations at symposia.

Collaboration and Scholarly Exchange Interactions with other modules:

1. Automatic extraction of metadata and ontological information

Use research visits (2 weeks up to 3 months) (Stanford) in order to integrate design and development with other
modules. AIFB has been organizing two workshops on ontology learning and is planning to continue this “tradition”.

Budget Overview (including overhead costs).

AIFB: 70K second year, 35K third year. Budget will pay for one Ph.D. assistant, L3S infrastructure costs, travel and
exchange.
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2.5.6 Progress Report (AIFB, Studer).

Focused Crawler A focused crawler [MEH
�

02] has been developed that computes ontology-based metrics on web
pages and hyperlinks in order to restrict the crawling process to pages relevant to the user’s needs. The crawler is
integrated with the Karlsruhe Ontology Framework KAON [HMSV], so that it can benefit from the available infras-
tructure.

Subjective Clustering We have devised algorithms that employ ontology-based techniques to improve text cluster-
ing [HMS01b]. These algorithms reduce the large number of dimensions by generating views onto the ontology and
thereby making use of background knowledge. A user-defined set of concepts can be used for these views, so that the
granularity of the clustering process can be steered.

Browsing of Watchdog Data Formal Concept Analysis (FCA) is a means to provide structured views on complex
data sets. The FCA-based browsing component of the Watchdog is under development, based on our experiences
gained with the development of the Conceptual Email Manager (CEM) ([CS00],[CES02]) that we have created in
cooperation with Richard Cole (Griffith University, Australia). The visualization will be based on the FCA-based
open-source tool ToscanaJ6 which we are currently integrating with the KAON framework.

Ontology Evolution As ontology evolution relies on the results of the components described above, we plan to
tackle this problem in the second year. Preliminary work on ontology evolution has already been done [SS02].

Edutella Integration [Not mentioned in original proposal]
As the ontology-based tools of the Courseware Watchdog operate on ontologies expressed in RDF, they can take

advantage of the Edutella peer-to-peer network in a natural way. We have provided capabilities for exchanging data
[NSST02, NWST02] between KAON applications such as the Courseware Watchdog via the Edutella network.

3 Module: Server and Client Side Tools

3.1 Modular Content Archives

3.1.1 Module Description.

Contributing Research Groups and PIs. IfN Braunschweig (Ulrich Reimers), KBS Hannover (Wolfgang Nejdl),
Uppsala (Broady), CID/KMR (Naeve)

Working Title. Archives: Intuitive Storage, Use and Retrieval of Archived Educational Media.

Problem Description. At every university usually plenty of material is available or being produced for the planning,
preparation and execution of curricular activities like lectures, seminars and project work. This material is an inhomo-
geneous amount of content of various type. These could be lecture slides, presentations, scientific graphics and texts,
description of experiments, software, animations, simulations.

Existing distributed learning environments often demand content to be molded into proprietary and application
dependant formats. Therefore it is difficult to re-use content for different purposes and different audiences. Hence,
teachers today are prone to produce archives and curricula based on redundant information, proprietary applications
and formats, and non-modularized solutions.

An intelligent and flexible archiving, management, allocation and distribution of this modular content is an intense
problem. Several commercial products like Hyperwave or Lotus offer certain functionality providing a step into the
right direction but there is still the lack of a sophisticated archive system to optimally support curricular activities.
As mentioned earlier in this proposal a central server approach is due to the distributed nature not the optimum type
of architecture, and - building on the Edutella infrastructure - one of the distinguishing feature to other projects (e.g.

6http://souceforge.net/projects/toscanaj
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the German “Teachware-on-Demand” project7) is exactly this distributed peer-to-peer infrastructure, with plugins for
different kinds of peers participating within the Edutella network.

Intelligent archiving and flexible and intuitive access to modularized content come along with several problems:
Content modules are often detached from context so that interrelated content modules can hardly be found and are
therefore of no use. This for instance will prevent an instructor to answer a students question with appropriate in-
structive material if this material is not intended for that particular course. Content modules can be of different file
types. Locally distributed creation leads to the need for version lists. Offline archiving of created content modules is
difficult and tedious. Instructors have no fast access to content modules due to the lack of appropriate search strategies
and missing context information. Students have no access to many interesting content modules. Especially colleagues
from Sweden and Germany will produce same content in different languages that should be linked.

Another problem is that in many educational settings teachers and students are not able to profit from the interna-
tional development of agreed markup schemes that are evolving within research communities (mainly SGML-based
or XML-based, such as the TEI encoding guidelines among scholars in the humanities). Since the tools and prac-
tices used in courses often do not keep pace with such international de facto standards, the well-structured content of
existing and emerging digital research archives are in many cases not easily available to teachers and students.

Yet another problem concerns the rapidly increasing volume of scientific results/deliverables available at the
WWW. In some rapidly evolving fields, such as bioinformatics, there are hardly any course books. This means that
curricular development will be dependent on teachers’ ability to overview, navigate, identify and re-use appropriate
selections of existing digital archives. There is a need for better principles for the design of modularized content
repositories.

There are also a series of more narrow technical problems. Since existing materials are often stored in various
file formats and developer versions along with non-valid filenames, it is difficult and sometimes impossible to re-use
information.

Research Plan and Deliverables To solve the described problems the following tasks have to be accomplished:

Metadata and Windows Applications. A strong focus lies on the integration of (Windows) de-facto standard file
formats like Word, PowerPoint, JPG, GIF, HTML, Mathcad, Windows executables etc. into Edutella archives.
We will investigate, which kind of constraints this leads to, how Edutella metadata are used especially in this
environment.

To access this content very fast efficient and flexible text/keyword search facilities are necessary. One situation
that occurs during a lecture is the student having a question that deals with topic outside the primary scope
of the lecture. Using these sophisticated search facilities instructors can access appropriate content very fast
and answer the students question instructively. Another important aspect is context information for content
modules. If every single module can have appended context information, it will be possible to provide fast
access to connected modules via visual presentations (context maps).

The described tasks will lead to intensive cooperation with the “Edutella” and the “Personalized Interfaces”
modules. (IfN)

Repository Architecture and Tools. We propose a local database system with a client server architecture to support
instructors in an optimum way. This single database functions as a university wide repository that can exchange
metadata and content with other distributed repositories as described in the “Edutella” module. Commercial
products like Hyperwave will be examined if these can be extended to suit our needs. XML/SOAP et al can
function as a standardized protocol for the exchange of metadata and data between repositories or a repository
and a user. Similar developments at other institutions will also be taken into account (for previous work see e.g.
[NW99]).

An important issue is the linking of personalized electronic student portfolios with such a repository. Students
will be able to download interesting material to their own electronic portfolio and manage their content. These
issues will be discussed in cooperation with members of the METAFOLIO group. (IfN)

Another task is to develop and explore methods and tools for the design and creation of modularized content
archives, as well as develop and explore methods and tools that allow teachers and students to access and use

7Teachware-on-Demand has recently adopted Edutella as P2P infrastructure.
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already existing repositories on the web, with a strong focus on modularity and re-usability in different context,
based on the content archive systems described in the previous paragraphs. They should support the teachers
and students to work with these archives. For a specific course the teacher might propose the students certain
paths through the archive and certain subsets of content modules to be used by the students and in some cases
added to their portfolios. (IfN, KBS, CID, Uppsala)

The knowledge management tool Conzilla already supports the organization of annotated content into person-
alized portfolios in a way that is compliant with the emerging standards for automated information exchange
(RDF) and metadata handling (IMS). We will modify Conzilla to enhance this support in various ways, based
on the structure of this repository, and on user-feedback from our activities in other modules. (CID)

Metadata-Based Learning Repositories. Based on the Edutella submodule we will implement a second server im-
plementation called an open learning repository (OLR), which just stores (RDF) metadata (both for classifica-
tion/annotation and for structure) in a central database, but no content (which is accessible via URLs/HTTP).

Resources potentially distributed all over the Internet can be combined to entities we call “Courses”, logical doc-
uments integrating content from different sources. While the content stays at its original location our database
holds all information about the structure of each course and metadata about the content. The responsibility for
maintaining content stays with the people providing it. When browsing a course all HTML-pages are generated
dynamicall.

The system provides a platform for testing out different navigation schemes including traditional concepts such
as hierarchical tree structures and tutorial-like course-trails as well as highly adaptive approaches (personalized
navigation) – see the personalized access submodules. (KBS)

A second system will explore an alternative architecture based on XML, XML Schema and JSP, again com-
patible with the Edutella functionalities. It will include a WebDAV-based courseware authoring module which
enables geographically dispersed courseware authors to collaboratively work on the course contents, and a stan-
dalone, JSP-based courseware publishing engine which can achieve flexible, dynamic courseware presentation.
The system can be aware of any changes of the course contents and automatically reflect the changes on the
Web at any time, again customizable by metadata. (KBS, CID)

A third system will provide further reasoning capabilities for the Edutella network. Using the ConceptBase
metadata object manager it will provide Datalog � reasoning functionality for courseware metadata (e.g. RDF
metadata) possibly stored elsewhere. This enhanced reasoning facility will enable the generation of additional
information for courseware authors, and will simplify metadata handling within the network, e.g. by supporting
the integration of various metadata schemas. (KBS)

Dissemination, Testbeds and Evaluation Dissemination of the achieved results will be accomplished by scientific
publications in appropriate journals and by demonstrations at symposia.

In several testbeds we will show the impact of the developments in this module on teaching and learning. In
Braunschweig, we will use several courses in the field of communications, encouraging exchange to other interested
faculties from other universities, in Hannover we will use several computer science courses and the ULI project. At
Uppsala University several courses in humanties and social sciences and bioinformatics will provide suitable testbeds.

Collaboration and Scholarly Exchange Interactions with other modules:

1. Edutella module (Exchange Facilities / Basic Infrastructure)

2. Automatic extraction of metadata and ontological information

3. Personal Search Engine

There are also close links between student portfolios and content archives. The students should be offered (and
themselves able to create) content in portable modularized formats, suitable to be incorporated into their portfolios
and to be re-used for various purposes that may not be foreseen by the teacher. Therefore the development of portfolio
practices presupposes the creation of archives of content modules.
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Use research visits (2 weeks up to 3 months) (Braunschweig, Hannover, Stanford, Stockholm, Uppsala) in order to
integrate design and development within this module and with other modules. Workshops will be suitable to promote
collaboration as well.

Budget Overview (including overhead costs).

IfN: 50K first year, 70K second year. Budget will pay for one Ph.D. assistant (part-time first year), L3S infrastructure
costs, travel and exchange.

KBS: 20K first year, 40K second year. Budget will pay for a part-time Ph.D. student, L3S infrastructure costs, travel
and exchange.

Uppsala: 15K first year, 15K second year. Budget will pay for a part-time Ph.D. student, infrastructure costs, travel
and exchange.

CID/KMR: 15K first year, 15K second year. Budget will pay for a part-time Ph.D. student, infrastructure costs, travel
and exchange.

3.1.2 Progress Report MoCa-OLR/CB (KBS, Nejdl).

The focus of the project Modular Content Archives (MoCA for short) in its first year was to design and implement tools
and methods for intelligent and flexible archiving, management, allocation and distribution of modular content and to
explore methods for the design and creation of modularized content archives with a strong focus on the reusability of
the existing learning materials in different contexts [DNWW01].

For this purpose we implemented a server-side course portal, called Open Learning Repository (OLR for short),
which structure and connect modularised course materials over the Web. The modular content can be distributed
anywhere on the internet, and is integrated by explicit metadata information in order to build courses and connected sets
of learning materials [KBN02]. The metadata used to structure, annotate, and classify the learning objects/materials are
expressed in the semantic web standard RDF (Resource Description Framework) and stored in a relational database.
In order to annotate and classify the learning objects we used existing metadata standards, e.g. the IEEE LOM draft
standard for learning object metadata. In particular we have discussed the educational category of this standard and
tried to define new pedagogical dimensions to the metadata elements in this category and suggested an extension of
this category with new elements [ADN02a].

In close collaboration with the PerINaG team we have designed and implemented different navigation interfaces.
Different views on a given course are possible, realized by different queries and page designs. A user has a choice
between a classic hierarchical tree-like navigation, a trail navigation, where he can move forward and backward on a
trail, and semantic (context) net navigation. We have experimented with these different navigation schemes in order
to build an idea, which navigation the learner prefers.

In the current phase of MoCA we focused on scenarios-based design for the interface of OLR. The results of the
evaluation of the first prototypes of our Open Learning Repositories motivated us to address the general conditions that
influence the use of an e-learning system. We are analysing different instructional models and interfaces to structure
and visualize learning materials based on different scenarios from an interdisciplinary (pedagogical, psychological and
technical (computer science)) point of view [ADK

�

02].
We are currently using the OLR system in the context of three courses, one in “Introduction to Artificial Intel-

ligence”, one in “Artificial Intelligence II”, and one in “Software Engineering”. In these test beds we will show the
impact of the methods, interfaces and tools in this module on teaching and learning. OLR is also a peer in Edutella,
which aims at storing, querying, exchanging and processing any kind of RDF metadata.

In continuation of previous work, we also finished designing and implementing a SCORM-conformant Com-
puter Science courseware based on the latest ADL-SCORM specification 1.2 released on Oct. 1, 2001. All learning
resources contained in an existing Java course are re-designed according to the SCORM Content Model and fur-
ther described with corresponding Assets-, SCO-, and Content Aggregation meta-data. Also the course structure
is re-constructed taking advantage of SCORM Content Packaging, which provides a standardized way to represent
the aggregation of learning resources and further exchange them between different learning management systems
[QN02a, QN02b].
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Within the Modular Content Archives subproject of PADLR the CB-peer subproject aims at providing a peer for
the Edutella network that enables the storage of data and furthermore also reasoning capabilities about such data.
Therefore we developed a prototype of a provider peer with such reasoning capabilities within the last year. The
provider peer uses the object-oriented database ConceptBase which implements the language O-Telos, a dialect of
Telos which amalgamates properties of deductive and object-oriented languages. In order to represent metadata de-
scribed in RDF we proposed and implemented a mechanism that translates property-centered data representations
(e.g. RDF) to and from object-centred data representations (e.g. O-Telos). Employing this translation enables us to
use ConceptBase for the management of RDF data. Beyond that we can use ConceptBase to reason about the RDF
data [NDW01b, NDW01a, WBN02].

Martin Wolpers will spend 5 weeks at Stanford (August 2002), to work on advanced reasoning and inference
capabilities as well as schema/data integration issues as part of the Edutella infrastructure.

3.1.3 Progress Report MoCa - ReFlAcT (IfN, Reimers).

Research during the stated period started with the creation of a first technical report [Pai02] describing goals and plans
of our development, the ReFlAcT Content Browser helping instructors with archiving and organising modular content
modules. Many conceptual ideas have been outlined in this document. Several of these ideas are a result of a one-week
exchange where I went to Uppsala and Stockholm (December 2001). Discussion with staff of Uppsala University and
of CID, Stockholm, lead to new ideas that found their way into the technical report.

At CID/KMR a Metadata Editor (the ImseVimse Metadata Editor) has been developed in the past as an open source
project which provides modules that can be re-used for the ReFlAcT Content Browser. At IfN this Metadata Editor
has been updated to IMS 1.2 compliant. These alterations are now being used at CID/KMR for the development of an
RDF backend for ImseVimse and will be used at IfN from now on.

For the testbed “Digital Communications”8 several interesting and interactive modules have been created to be used
during a lecture. Metadata for these modules has been appended, still there has to be done work for the preparation
of this testbed. The ReFlAcT Content Browser will function desirably as an Edutella client. This feature has to be
planned more thoroughly in the next few weeks.

3.1.4 Progress Report (CID/KMR, Naeve)

SCAM has been designed by the KMR group to be small and extendable allowing it to be used in different settings.
The Modular Content Archives (MoCA) module has provided several scenarios resulting in four distinct requirements
on SCAM. 1) SCAM should allow personal expression which has been solved by letting each user have their own
pool of metadata (the only limit of which metadata that can be stored is the user interface). 2) SCAM should support
collaboration around resources. This isn’t solved in version 1, and during the next year we will work on this. 3) SCAM
deals with interoperability and portability issues allowing an archive to be used, extracted and moved between systems.
This has been tackled by using IMS Content-Packaging expressed in RDF. 4) Several ways to organize and present the
archived resources should be possible at the same time (both structural and presentational allowing different purposes
and work processes/methodologies to live side by side). In SCAM this is solved on a representational level by using
IMS Content-Packaging. However, it remains to provide a graphical user interface that is flexible enough to encompass
this (SCAM version 1 provides a generic GUI that has limited adaptation capabilities). These requirements have been
identified during an iterative process with the Uppsala team. In this collaboration a user interface for SCAM version 1
has also been developed, tested and evaluated.

Conzilla has been further developed by the KMR group to allow for metadata expressed in RDF rather than in
XML as originally suggested. Together with Braunschweig the metadata editor in Conzilla, ImseVimse, have been
updated to compensate for the changes in the LOM standard. During year two this work will continue and also provide
an early implementation of an RDF-binding developed as a standard in IEEE [PNN01, NPN02].

There is also an ongoing work intending to present a generic archive as a set of surfable maps possibly displaying
contextual relations that are hard to see in non-graph like tools. SCAM will probably be one of the easiest archiving
systems to present. The KMR group will aim for this during year two, however it is uncertain at this stage if there will
be enough time.

8http://www.ifn.ing.tu-bs.de/dnue/
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3.2 Video/Audio Capturing and Metadata

3.2.1 Submodule Description

Working Title. VACE: Video/Audio Capturing and Embedding

Contributing Research Groups and PIs. Hannover RVS (Pralle)

Problem Description. Currently we see the need to integrate captured audiovisual material from actual seminars,
courses, lectures etc. into on-line (web-based) and off-line (e. g. CD-ROM-based) learning systems.

These A/V recordings can help students in understanding the content, especially when they are embedded in other
kinds of learning material, as a simple example, the script of the course. In addition this, a larger group of learners can
be reached and students can get access to previous material.

But nevertheless, it does not help to just do a recording of a course an publish this on the web, a CD-ROM or a
video tape. The key for a useful solution is the integration in a multi-media learning system. The idea is not to produce
a “TV-Show” but to use captured media as a supplement to other learning material.

There are some approaches that all have several advantages and disadvantages.

1. One way is to put all information (the A/V-recording of the lecture and the slides) in a TV-quality audio/video
stream, like it is done in a project called “Uni-TV” (http://www.lrz-muenchen.de/wir/gigabit-vpp/demo-unitv/).

There are certain drawbacks in this “single-media” approach: The resolution of the slides is restricted to the TV
standard (about 720 576 pixels). A high bandwidth is needed to deliver the media stream (at least four Megabits
per second for a MPEG-2 stream). Apart from a VCR-like control (pause, play, fast forward, rewind) the user
cannot navigate the content. Finally, there is no association to other media types possible.

2. There are certain presentation tools commercially available (Real Presenter, Microsoft Media Tools) that allow
to record an actual presentation and generate an on-line representation of this. Two media streams are produced,
one containing the slides, the other one containing the A/V recording of the instructor.

As the produced media streams are vendor-dependent, they cannot be easily integrated in own learning applica-
tions. The re-use of the generated material is difficult or even not possible because it the produced data depends
on the format used by the tool. The quality of the streams is often poor because the tools are mainly developed
for low-bandwidth transport.

3. One general approach is to record the presentation on video, convert this to a format suitable for online delivery
and link it to web pages containing the slides of the presentation.

Especially if different media types are used much effort has to be spent on the post-production. The slides (e.g.
in MS Powerpoint format) have to be converted to browseable web pages and the recorded audio and video data
has to be encoded to different streaming formats.

4. There is some development going on in building a system for the “authoring-on-the-fly” of lectures. Several
media streams are captured (audio, video, whiteboard) an can be published right after the presentation.

This LINUX-based systems needs special software on both, the instructors and the students computers.
Common applications, file- and streaming-formats cannot be used with this system. Although a platform-
independence is not urgently necessary, the applications needed to obtain the media should at least run on
common PCs in order to achieve a wide acceptance.

As we see, although it seems to be a common problem there is no ideal solution yet.

Research Plan and Deliverables. To come closer to a solution the features of ideal capturing systems has be seen
from different kinds of view.
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1. The authors (i. e. the instructors or professors) view. In the terms of “light-weight-authoring” the system
has to be easy to use for the producer. In an ideal case, the capturing tool should run in the background so
that the professor can focus on the actual presentation. Common presentation tools like MS PowerPoint, PDF
viewers or web browsers should be supported and associations to the captured A/V content should be generated
automatically. The post-production should be reduced to a minimum. The content should be reusable for
different kinds of media (e. g. on-line/web, off-line/CD).

2. The users (students) view. The viewer should have the possibility to navigate and browse the content. Different
ways of using the content have to be offered to the learner to satisfy the individual preferences: Watching the
course like a video (“timeline-based”) or reading, browsing and searching it like a book. The slides and the A/V
streams should be synchronized to each other so that the viewer can choose between watching the AV stream
or browsing through the web pages without losing access to the associated other data type. The integration of
other systems like discussion-forums or chat could be helpful.

In order to construct a flexible, open system it would be useful to think of several modules with defined interfaces.
There has to be modules for capturing meta-data, interfaces to A/V-systems and publishing. The different modules
make use of different existing applications for presenting, A/V-codecs and streaming-systems but itself will be vendor-
independent.

Example scenario: The author uses PowerPoint to present his slides in the actual presentation. The lecture is
recorded by a PC with capture card. A browseable web presentation and a CD-ROM with additional learning material
should be created.

In this case we need a module that captures the events in PowerPoint (changing slides) and extracts the content
of the slides for web pages. Another module has to generate metadata for A/V streaming (e. g. RealMedia) by
associating the time-stamps and keywords from the slides. A third module generates an HTML framework for the web
presentation that contains the content from the slides and the links to the A/V streaming media. Finally a module that
extracts the information for the CD-ROM production is needed.

The concept of modules also allows the integration of forthcoming techniques for media delivery. Metadata will
be recorded in a way compatible to the Edutella submodule.

The generated content should be accessible by the use of common applications like web-browsers an streaming
players like Real or Windows-Media so that no special programs have to be installed on the students computer.

The content can be use for different purposes, e. g. for archives, portfolios and can be integrated in existing
or forthcoming learning systems. The system can be seen as a framework. Extensions as chat, forums or other
communication systems can be integrated when using on-line publishing.

One could think of on-demand delivery in web-based on-line systems as well as the use in a real-time learning
scenarios or for stored media (on CD, DVD).

Collaboration / Scholarly Exchange. Collaboration especially with the Edutella module, based on direct collabo-
ration and exchange visits to other participating labs. Use of this tool in the different testbeds (e.g. ULI).

Budget Overview (including overhead costs).

RVS: 70K for first and second year, which pays for one full Ph.D. student, including L3S overhead costs, travel and
exchange.

3.2.2 Progress Report (RVS, Pralle).

The VACE submodule consists of two working packages: the development of a distributed audio/video capturing
system and the design of the technical infrastructure for capturing live presentations that is evidently needed as a basic
platform for the system.

Infrastructure. For capturing live presentations additional functionalities are needed. As a prototype the “L3S
Learning Space” - a multifunctional lecture room - at L3S has been set up. It contains equipment for several different
kind of applications with a focus on audio/visual recording and presentation facilities. E. g. video-conferencing,
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video-streaming and -recording. The main aspects of the concept were to build an easy-to-use system and to achieve
medium (near-TV-like) A/V-quality.

The installation is completely working but can be considered as a moving target - several improvements have been
made due to user feedback. Side effects of this projects include the set-up of a multi-point video conferencing infras-
tructure that is used by the learning-labs, the evaluation and introduction of high quality video over IP transmission
systems and integration of video editing systems.

A description and examples for utilization can be found at: http://www.mml.uni-hannover.de/vace/mminfra/9.

Capturing System. For the VACE capturing framework the architecture has been defined as a distributed system.
The VACE server as a core acts as a central information gathering system. Several client systems (“capturer”) deliver
information about events to the server in real time but also can work independently - the gathered data can be synchro-
nized later. The architecture offers possibilities for the flexible integration of existing and forthcoming presentation
and audio/video systems.

4 Module: Shared and Personalized Access to Educational Media

4.1 Personalized Learning Sequences

4.1.1 Submodule Description

Working Title. PLeaSe: Personalized Learning Sequences

Contributing Research Groups and PIs. Hannover KBS (Nejdl/Henze)

Problem Description. It is generally agreed that it is a desirable goal in any educational setting to be able to tailor
courses and course materials to individual students’ needs, as determined by such factors as their previous knowledge
of the subject, their learning style, their general attitude, as well as their cultural and linguistic background. A skilled
teacher will be able to achieve this goal in one-to-one interactions with learners, but not as a rule in the lecture
hall/classroom settings more typical of higher education. Nor will a developer of traditional course materials be able
to cater for individual learner needs to any great extent.

ICT-based educational materials can potentially be much more flexible than traditional course materials, however.
They offer a unique opportunity to achieve the mentioned goal through personalization, where both the selection
and presentation sequence of the units of educational material making up a courselet or course are determined by
a dynamically updated learner model, which takes into account at least the learner’s previous knowledge and her
progress in mastering the material.

The aim of the personalization module is to provide individualized access to learning materials, to courses, course-
lets, etc. A “one-size-fits-all” learning path through these materials (or even through parts of it) would neglect individ-
ual needs, knowledge or preferences of the users [HNW99]. To maximize the students’ success with the open learning
repository it is necessary to provide a quick, user-focussed access to those entities in the learning repository which
correspond to the user’s actual information needs, to her/his knowledge, current situation and preferences.

Research Plan. Research in adapting information systems to the individual users is conducted e.g. in the area of
adaptive hypermedia systems. Adaptive hypermedia systems use a model of the user to collect information about
her/his knowledge, goals, experience, etc., in order to adapt the content and the navigational structure. There are two
main adaptation strategies in adapting hypermedia systems [Bru96]: link-level adaptation calculates useful naviga-
tional strategies for the individual user, content-level adaptation individually places content-chunks on the information
entities. We assume that our repositories will provide lots of information on any one topic: different explanations,
examples, use-cases, etc., therefore in PLeaSe module we will concentrate on selecting and presenting the most ap-
propriate material for each user into personalized learning sequences [Bru99]. In module PALaTe we will explore the

9http://www.mml.uni-hannover.de/vace/mminfra/
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issue of creating new hypertext pages out of existing text, particularly in connection with the large text archives testbed
[SS00].

The overall problem setting for our adaptation functionalities is the following: We will have access to a large set
of learning materials. Many different authors can modify, delete or add new content to the OLR, the learning objects
might be distributed, and we can expect that we will often find more than one learning object on the same topic.

Adaptive hypermedia systems normally combine learning materials with reading sequences, didactical rules, pre-
and post-knowledge or pre- and post-learning objects [HN99]. As we want to adapt materials from different courses
and from different contexts, we need a flexible approach to adaptation [Hen00, HN00], where information about
learning objects is read out from metadata, but also inferred from the objects themselves. Using information retrieval,
information extraction and natural language processing methods for obtaining automatic or semi-automatic indexing
is of advantage (see the submodule “Automatic extraction of metadata and ontological information”), even crucial
in the case of large textual resources as used e.g. in the Languages/Humanities (see the section on the “PALaTe
submodule/testbed”).

Deliverables.

1. User orientation: The adaptation component will focus on orientation guides: Provide access to relevant infor-
mation, select and show case studies, give hints, show examples, show context, generate reading sequences.

� How to deal with different teaching strategies in one single course? Different authors of courses/courselets
will follow different teaching strategies.

� How to deal with information oversupply? Present “best”, find best fitting tour.
� How to generate personalized learning sequences based on different learning theories (see module PerI-

NaG)?
� How to deal with structured materials? In our repositories we will find lots of structured materials. How

can we make use of these structures (for presentation, visualization, selection of materials?).

2. User Model / Knowledge Model: The user model stores individual data like name, overall preferences, abilities,
etc. The knowledge model expresses the domain knowledge of some application domain. In defining these
models and implementing tools for using them, we will build upon work done by IEEE LTSC Working and Study
Groups, especially P1484.2 (Learner Model WG), P1484.4 (Task Model WG), P1484.6 (Course Sequencing
WG), and P1484.20 (Competency Definitions SG).

� Employ Ontologies for knowledge modeling in open learning environment

– Ontologies provide a well-founded plattform for knowledge modeling

– Different Ontologies for different course materials can be mapped to one common ontology by ontol-
ogy mapping

– Ontologies allow the exchange of information about knowledge throughout different course materials
� Learning Metadata for adaptation

– Use Machine Learning techniques for text categorization

– How much information can we obtain automatically or semi-automatically, is there information that
can not be learnt?

Dissemination and Evaluation Dissemination of results will be done through reports and scientific publications
on the different aspects outlined in the research plan. A set of prototype implementations at the participating sites
as described above will be available after the first year, which will be refined and extended during the second year
based on a evaluation and feedback from these implementations. We will use several specific courses as well as
existing intra- and inter-university project cooperations as resources for our requirements analysis and as testbeds for
our implementations.
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Collaboration and Scholarly Exchange. Interaction with the Module “Infrastructure and Intelligent Services”:
incorporating requirements from the adaptation component: content and usage (including context of use) of each
learning object; indexing (semi-automatic), information retrieval methods in the meta-data definition. In addition,
users should be enabled to store and manipulate retrieved learning materials. These learning materials might be
structured (hierarchical, sequential, concept maps, etc.).

Interaction with the Module “Interfaces and Navigation”: Outcome of the adaptation component (reading se-
quences, access to examples, alternative views, explanations) - how to integrate it in a smart user interface? Interaction
with “Personalized Access to Large Text Archive”s: How can textual resources be effectively used for personalized
learning? Use research visits (2 weeks up to 3 months) (Hannover, Stanford, Uppsala) in order to integrate design and
development within this module and with other modules.

Budget Overview (including overhead costs).

KBS: 20K first year, 30K second year. Budget will pay for one part-time Ph.D. student, L3S infrastructure costs,
travel and exchange.

L3S central: 20K first year, 20 K second year, for a part-time Ph.D. student in media and design education, L3S
infrastructure costs, travel and exchange.

4.1.2 Progress Report (KBS, Nejdl).

Research in the first project phase has concentrated on adaptation in open corpus hypermedia environment. The
PADLR project aims to develop an open infrastructure for the exchange, distribution and access to learning objects.
To personalize the access to the individual needs of a user, methods and techniques from adaptive hypermedia are very
usefull and settle on well-founded research. However, so far developed techniques can not be applied one-to-one to
the PADLR project. Adaptive Hypermedia has so far considered the space of documents under consideration to be
closed. Adaptation information is therefor context - dependent, where the context is defined by the overall (closed)
set of documents. To apply these techniques to open learning environments, we need a generalized approach to open
adaptive hypermedia (OAH).

In the current state of our research we have analyzed possible solution strategies for OAH. Based on this analysis
we have defined a set of metadata entities which are at minimum required for open adaptive hypermedia. We are
currently investigating whether these metadata can be learned (semi-)automatically by employing text classification
algorithms. This is done in cooperation with the subproject “Automatic extraction of metadata and ontological in-
formation” (Chris Manning , Infolab/CS, Stanford). Further we have developed a knowledge modeling approach for
OAH, see [HN01, Hen01, HN02].

4.2 Personalized Access to Large Text Archives (Submodule/Testbed)

4.2.1 Submodule Description

Working Title. PALaTe: Personalized Access to Large Text Archives

Contributing Research Groups and PIs. Uppsala/Linguistics (Borin), Uppsala/Teacher Education –
KTH/NADA/CID (Broady)

Problem Description. Text is still important in the teaching of almost any subject, viz. in the form of textbooks and
other course texts. In Languages and Humanities education, (large) textual resources are also quite often objects of
study in themselves. Arguably, their effective deployment as study objects in the context of ICT-based personalized
learning demands some kind of language understanding. Hence, personalized access and navigation among such
resources should – almost by definition – make use of Computational Linguistics (CL) / Natural Language Processing
(NLP) techniques, to complement the more general personalization tools which will be developed in the submodule
“PLeaSe: Personalized Learning Sequences”.
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In this submodule/testbed, we thus consider the issue of personalized access to large text archives in Languages
and Humanities education. In order to make the fruits of our labor in the proposed project useable also in other subject
areas, we will focus on certain aspects of this issue, namely how (aspects of the) content and difficulty of texts or parts
of texts can be inferred and utilized for creating personalized access to text material.

Research plan and deliverables, 1st year (shortened). We will consider the use of two fairly different kinds of
large text archives:

1. In language education and linguistics, large text archives are important mainly (but not only!) because of their
(linguistic) form. Here, the so-called text corpus has become an important educational (and research) resource.
The uses of text corpora in language education are manifold:

� as a data source for the preparation of (monolingual or bilingual) word lists, grammars [Axe00, Bor00,
Bor a], test items (e.g. for diagnostic tests such as the Didax system being developed in the Swedish
Learning Lab (SweLL) APE-DRHum project [BkSBa , BkSBZa ]), etc.

� as a source of empirical examples in ‘data-driven learning’ [BD99]. The English Department at Uppsala
uses the British National Corpus in this way, and other language departments are getting ready to do the
same, e.g. the Slavic Department for use in their Russian courses.

� as a source of reading matter, user-adapted as to its level of difficulty and subject area (where content
obviously becomes important, too)

2. On the other hand, in such Humanities subjects as History, Literature Studies, History of Science, Teacher
Training, etc., large text archives are important mainly because of their content, i.e. because of the information
contained in the texts (and, as a rule, the range of languages dealt with will be much smaller; see below).

The work with large text archives will proceed along two interconnected lines of research:

1. We will explore the issue of using partial parsing and information extraction techniques for marking text portions
for persons, places, and times, and carry out formative evaluation of these techniques in an educational setting.
This work will be pursued in collaboration with the work in the submodules “Automatic extraction of metadata
and ontological information” and “PLeaSe: Personalized learning sequences”.

2. We will pursue the issue of how to (operationally) define and determine the level of difficulty (or “level of
information”; see above) of a text or a portion of a text (for language education purposes it would be useful
to be able to determine this even for small linguistic units such as phrases or clauses), and carry out formative
evaluation of this definition in an educational setting. This work, too, will be a collaboration with the work
in the submodules “Automatic extraction of metadata and ontological information” and “PLeaSe: Personalized
learning sequences”.

Research plan and deliverables (2nd year, revised). The proposed second year PALaTe submodule of PADLR
represents the merger of the first-year Swedish PLeaSe and PALaTe submodules. For year two, the work with large
text archives will continue along the following interconnected lines of research:

1. The prototype text segmenter developed in the project will be integrated in the Edutella infrastructure and the
SCAM portfolio application, for experimental deployment in History education.

2. We will explore the issue of using partial parsing and information extraction techniques for marking text portions
for persons, places, and times, and carry out formative evaluation of these techniques in an educational setting.

3. We will further pursue the issue of how to refine the definition of ‘level of difficulty’ beyond the preliminary
definition (readability plus subject matter) used in [NB02], of a text or a portion of a text for second language
learners, and carry out formative evaluation of this definition in an educational setting. The aim here is to
utilize text difficulty level classification in creating successively more difficult reading sequences as well as
corpus-based exercise sequences.
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4. Markup tools for teachers and students will be evaluated and implemented in educational testbed settings.

5. Tools and methods for browsing, retrieval, sharing and management of existing, primarely TEI-encoded, digital
text resources will be explored and employed in testbeds, i.a. in teacher education..

Dissemination, Testbeds and Evaluation Dissemination of results will be done through reports and scientific pub-
lications on the different aspects outlined in the research plan. In general, we plan to do research/development and
evaluation in parallel (i.e., formative evaluation). We will use existing courses in the departments of the Faculty of
Languages, in the History Department and in the Department of Teacher Education as resources for our requirements
analysis and as testbeds for our implementations.

Collaboration and Scholarly Exchange. Interactions with the submodules “MoCA: Modular Content Archives”,
“Courseware Watchdog”, and “Automatic extraction of metadata and ontological information”.

Budget Overview (including overhead costs).

Uppsala/Linguistics: 25K first year, 45K second year. Budget will pay for one part-time Postdoc, for systems devel-
opment, and for faculty involvement in testbed integration in regular Languages/Humanities curricula, overhead
costs, travel and exchange.

Uppsala/Teacher Education: 30K first year, 10K second year, Budget will pay for a part-time PhD student and
faculty involvement in testbed integration in regular Teacher Education/Social Sciences curricula, overhead
costs, travel and exchange.

CID: 10K first year, 10K second year. Budget will pay for a part-time PhD student and faculty involvement in testbed
integration in regular Teacher Education/Social Sciences curricula, overhead costs, travel and exchange.

4.2.2 Progress Report (Uppsala, Borin, Broady, Langert-Zettermann).

In this report, as in our day-to-day work in the projects, we treat the subprojects MoCA (Modular Content Archives),
PLeaSe (Personalized Learning Sequences), PALaTe (Personalized Access to Large Text Archives) as a unit. They
were closely related already at their conception, and we have decided to make them even more so, in the name of
efficiency and effectiveness, particularly in view of the fact that the original project budget was to be reduced by
approximately one half for the last version of the project proposals. For the same reasons, the focus of the subprojects
had to be narrowed somewhat, so that out of the testbeds originally planned, we have concentrated on two, History
and Teacher Education, and left most of the work on Language Education for the second project year (although we
have managed some work on language learning resources even now, see below). Note, that up until now the projects
has been a little behind schedule because of initial difficulties to recruit collaborators with the adequate qualifications.

Accomplished and ongoing work.

� Development of the APE portfolio on the SCAM platform which is built on international standards for metadata
and learning technology such as RDF, Dublin Core, IMS and IEEE/LOM. The development of this system for
distributed archiving and shared use of educational components is a main effort - coordinated by MoCA - by
several of the PADLR sub-projects (and also for some Swedish testbeds within the ongoing WGLN project
”Personal Learning Portfolios - Folio Thinking”). The development is co-funded by Skolverket (the Swedish
Board of Education), Utbildningsradion, and Nationellt Centrum för Flexibelt Lärande (NCFL). The aim is
to enable students and teachers to create and share personal collections of material to be used within, e.g., the
Edutella framework. The APE/SCAM application is currently being employed in testbeds at Uppsala University
and KTH. SCAM is an open source project; documentation available at the SCAM Project Page at CID/KMR10

and the code at the SCAM Project Homepage11.

10http://kmr.nada.kth.se/scam/index.html
11http://sourceforge.net/projects/scam/
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� Extensive search for existing software in the domains language recognition, text segmentation, and named entity
recognition; a report is in preparation. A simple web interface for trying out and evaluating existing such
software has been developed by Lilian Karlsson.

� Kristina Nilsson and Lars Borin have worked on the problem of locating reading matter for language learners
of Nordic languages. The language, the subject matter, and the difficulty were considered. This research was
undertaken jointly with the project on corpus-based computer-assisted language learning of Nordic languages,
funded by NorFA. The work has resulted in a prototype application [NB02, Bor02].

� A number of existing text materials have been explored and made available to the project: the national edition
of the collected works of Swedish 19th century author August Strindberg, in a TEI marked-up version; 17th
century Stockholm court records, in a TEI marked-up version; interviews with Hungarian Holocaust escapees,
in HTML format.

� We are negotiating about the acquisition and use of other text materials: an 18th century diary, from the Depart-
ment of Scandinavian Languages at Uppsala University; a digital version of Axel Oxenstierna’s letters, from the
Swedish National Archive; Old Swedish texts, from the Bank of Swedish, University of Göteborg.

� Donald Broady, Monica Langerth Zetterman and Jan Sjunnesson are working with creation of educational text
collections using markup compliant to the TEIXLITE DTD (the Text Encoding Initiative Document Type Defi-
nition, light XML version) [Bro01].

Testbeds at Uppsala University In different case studies we have engaged a number of both undergraduate and
graduate students from several disciplines. At Uppsala University approximately 80-90 students/participants have been
or are involved in the testbeds. We are currently testing the usefulness of some tools, such as the APE-portfolio/SCAM
application along with tests of existing web-based tools for content organization, sharing and annotation. The focus is
to explore how students and researchers use these different tools to organize content, annotate and share information.
The tests are conducted in natural settings i.e. in physically located or web-based courses that serve as testbeds. We
use various methods to collect data such as questionnaires and group interviews.

� An Undergraduate courses at the Dept. for Teacher Education, “Learning and ICT!” (35 ECTS), a course in
Technology, Nature and Society (35 ECTS), and a course in Methodology given during the spring term (January-
June 2002). 65 students are using the APE-portfolio/SCAM and the user study/evaluation will be done during
the first week in June 2002, which means one week before the students complete the courses.

� A graduate course in “Social Science Classics” (7,5 ECTS) October 2001- January 2002 where the platform
SenSei was tested. 20 participants.

� A course “Correspondence analysis”, November 2001 followed by seminars during Spring 2002, where the
aim was to support the sharing of and personalized views on extensive data sets. 17 participants from several
Scandinavian universities. The same course will be given during Autumn 2002 which gives the opportunity for
more observations.

� Studies on collaboration within an interdisciplinary research program “Formation for the public sphere”, where
a standard platform (BSCW) is used.

4.3 Personalized and Shared Mathematics Courselets

4.3.1 Submodule Description

Working Title. MathViz: Personalized and Shared Mathematics Courselets.

Contributing research groups and PIs. Stockholm KTH/DSV (Jansson), Stockholm CID/KMR (Naeve).
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Problem Description. This submodule attacks two major difficulties for teachers and learners: the difficulty to share
and reuse learning material among students and teachers and across geographical and organizational boundaries and
the difficulty to personalize and adapt existing learning material to a particular learning situation. Adaptation is relevant
both with respect to the students characteristics and the context of learning Our particular concern is mathematics
education. By courselets we mean fragments of courses composed from multimedia explanation modules or content
modules in electronic form.

The work will extend on research at DSV on personalized support for learning conceptual modeling [TKRR99,
RTK99, TRJ

�

99] and research at CID, where the idea of a concept browser has been developed by Naeve and his
team over the past 4 years [Nae97, Nae99]. A first prototype of a concept browser, called Conzilla, has already been
implemented [NP99, Nil00]. While conforming to evolving international e-learning standards (such as RDF and IEEE
LOM), Conzilla combines conceptual modeling with annotated access to multi-media based archives in a novel way.
This makes Conzilla a powerful basic platform for the kind of problems that our project aims to address. Moreover,
since Conzilla is being developed as an open source project, it has the potential to evolve into a widely used tool that
provides support for students and teachers in handling multimedia-based archives of digital information.

Using Conzilla, Naeve’s group has started to create a Virtual Mathematics Exploratorium (VME)12. This work
has been done partly with funding from WGLN (within the APE project)13, and partly within the National Research
School for Mathematics Didactics. The aim is to open up the construction work of the VME and get other teachers
involved, thereby effectively disseminating the tools as well as the methodology involved in using them efficiently.

Within the Mathemagic project, in cooperation with the Advanced Media Technology (AMT) laboratory at KTH,
CID is presently coordinating an effort to introduce new teaching methodology into mathematics courses at both the
university and the school level14.

Cybermath15 is a shared virtual reality environment for the interactive exploration of mathematics. It has been
developed at CID with partial support from WGLN within the APE-project, track C16.

The Cybermath environment allows: teaching of both elementary, intermediate and advanced mathematics and
geometry, the teacher to teach in a direct manner, teachers to present material that is hard to visualize using standard
teaching tools, students to work together in groups, global sharing of resources. Cybermath has received widespread
attention and has been presented at several international conferences, including SIGGRAPH-2001.

Research Plan. We articulate seven main concerns for this research: the commitment to shared standards, languages
and tools to make sharing and reuse possible on a technical level (relations to the Module on Infrastructure and intelli-
gent services), the management of incrementally growing multimedia content archives, in particular version handling
and the handling of problems of structure and navigation (relations to the module on Infrastructures and intelligent
services), the sharing of simple models for courselet structures, the modeling of domain knowledge, tasks and user
competence as well as personal user preferences in such a way that it can form a basis for course structuring and per-
sonalization, the personalization of content modules through annotations expressed as meta-data, the personalization
of courses or courselets through different ways to configure and modify structures of modules and the adaption and
combination of user interface metaphors for authoring and use of courselets.

In our approach the students will be stimulated to play with preauthored vizualisations and other multimedia expla-
nation modules for mathematical concepts, create, reuse or modify such modules, create their own conceptual models
of mathematical knowledge, annotate nodes in conceptual structures with personal information, create courselets based
on sequences of explanations generated from the personal conceptual models, indirectly create courselets generated
through knowledge-based techniques basing their inferences on meta-data coding relevant contextual information,
browse courselet structures, exchange courselets. Conzilla will provide the basic platform for the these activities, and
the Graphing Calculator (http://www.pacifict.com) will be the basic visualization tool.

Teachers will also be engaged in the same kind of activities with the purpose to create relevant courselets. Typically
the learning situation will be partly teacher driven and partly student driven. The above activities need a set of tools
both for authoring (for conceptual modeling and meta- data specification) and browsing. This set will include Conzilla

12http://kmr.nada.kth.se/math/conzilla-demo.html
13http://kmr.nada.kth.se/papers/MathematicsEducation/APE-A/APE-A-final-report.pdf
14http://www.amt.kth.se/projekt/matemagi.html
15http://www.nada.kth.se/˜gustavt/cybermath
16http://kmr.nada.kth.se/proj/ape.html#apec
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and the Graphing Calculator from the start, but will be incrementally revised during the course of the project. An
important part of the project will be the user-testing of Conzilla in a realistic learning environment, and the features of
the program will be modified according to the feedback of the participating teachers and students.

From a methodological and technical point of view, the research will combine methods and techniques from the
areas of conceptual modeling, ie. design of ontologies, concepts and relationsships suitable for modeling mathematical
knowledge, artificial intelligence, i.e. knowledge representation for personal information, human machine interaction,
i.e. adaptive interfaces, cognitive science, i.e., cognitive aspects of concept learning.

Deliverables, Timelines, Testbeds The submodule will be focussed on the use of personalized courseware for a few
courses in Mathematics on the Information Technology Program at KTH.

In the first half year, we will introduce the Conzilla/GraphingCalculator-based methodology in two mathematics
courses, set up an archive of appropriate multimedia explanation modules. Teachers will add appropriate meta-data
to explanation modules, following up on studies of students modeling their own mathematical knowledge. Teachers
will create prototypical courselets manually using conceptual modeling and semiautomatically using knowledge-based
techniques.

In the second half year, students will also use these pre-authored courselets, author their own explanatory module,
and be able to browse archives of multimedia explanations. Students will generate personalized courselets based on
conceptual models, will share courselets among each other on the same course and will add annotations to modules
and experiment with knowledge-based generation of courselets.

Due to the acceptance of the methodology by first year mathematics students at KTH which we managed to
establish during year 1, we will be able to scale up experiments during the second year, so that they will affect
all mathematics courses during year one. We will still introduce the methodology as a complementary support for
students who experience problems with certain mathematical concepts. For the last part of year two we will conduct a
more substantial empirical study which not only will study the students’ acceptance of the methodology, but also the
students’ ability to reuse, adapt and personalize modules within and among courses. The larger scale application will
also make it possible to detect potential positive changes for the students’ examination results. Another development
during year 2 will be to utilize the Edutella tools more systematically in the applications. In the fourth half year,
evaluations will be carried out, guidelines for the methodology will be developed and documented. During the second
year of the MathViz project we also plan to:

� introduce Cybermath at the IT-program in mathematics. This will add new types of mathematical interactivity
(compared to what is provided by the Graphing Calculator), which we expect to increase the motivation of the
students to further explore the corresponding concepts.

� restructure the Virtual Mathematics Exploratorium in order to take advantage of the Edutella system (developed
in the infrastructure module of PADLR) and the SCAM-system17 developed under the coordination of the KMR-
group. Since SCAM (version 2) will implement an Edutella peer, it will be possible to publish the content of the
VME in the Edutella network.

Results from the submodule will be prototypes, empirical studies, courselet and content archives for particular
subdomains of mathematics as well as general reports.

Collaboration/Scholarly Exchange. Strong collaboration between DSV/KTH and KBS/Hannover with respect to
interfaces for personalized course material and knowledge-based techniques to generate coursematerial from course-
modules as described in two of the other submodules.

Connections to the work with meta-data in module on Infrastructure and intelligent services. The empirical results
of the meta-data activities of this module will serve as input to the development of new metadata-handling capabilities
in the infrastructure module.

Strong collaboration with the Mathemagic project at the Advanced Media Technology (AMT) laboratory at KTH,
where a multi-media based component archive with mathematical content is being developed under the coordination
of Naeve.

Exchange of graduate students planned between KTH and Hannover.

17http://kmr.nada.kth.se/scam/index.html
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Budget Overview (including overhead costs).

KTH/DSV: 30K first year, 30K second year. Budget will pay for one part-time Ph.D. student, infrastructure costs,
travel and exchange.

CID/KMR: 10K first year, 10K second year. Budget will pay for one part-time Ph.D. student, infrastructure costs,
travel and exchange.

4.3.2 Progress Report (DSV Jansson, CID/KMR Naeve).

Students at KTH in Stockholm have trouble with their mathematics courses and difficulties learning certain math
concepts. The overall goal of this project has been to develop, launch and evaluate the use of computer-based support
for math education on a university level. The point of this has been a pedagogical one, to make abstract concepts that
cause problems for students more concrete and understandable through the use of the computer-based tools.

During the fall of 2001 an archive consisting of a number of mathematics courselets were developed which il-
lustrate central math concepts concerning linear algebra and geometry. The courselets were developed using the
Graphing Calculator software, which is a graph drawing tool that can be used for the visualization of and interaction
with mathematical expressions. In the spring, students were given the opportunity to participate in weekly, student
driven, visualization sessions where math problems were visualized. The courselets were made available to the stu-
dents over the web. Students could download the courselets, run them on their own computers and manipulate them
as they wanted. Students appreciated the sessions as a complement to regular lectures by offering more thorough and
developed explanations of central concepts and a support for learning concepts which caused them learning difficul-
ties. The visualizations made it possible to develop a more concrete understanding of the math concepts. The sessions
also brought up and made explicit the mathematical terminology related to the domain. In sum, the students were very
satisfied with the support that the visualization sessions provided.

The math visualization courselets and interactive visualization sessions used in this project have been successful
and reached a high level of acceptance of methodology by the 1st year mathematics students at KTH. The sessions
have been documented on video and further analysis is continued to develop so called “practitioner tracks” - support
for students to understand and use the visualization courselets on their own in between the sessions. See the report
“Results in the Personalized and Shared Mathematics Courselets (MathViz) Project” for a full report of the MathViz
project.

Dissemination The Norwegian National Concerts Organisation (”Rikskonserter”) has decided to create a national
tour of performaces based on the Cybermath environment. These performances will be geared towards inspiring
interest in mathematics on all levels - something that is felt to be of strategic importance by the Norwegian ministry of
education.

Gjövik college has decided to run a distance course in mathematics using the Cybermath environment. The course
will be taught from Stockholm, and it will be specially tailored towards addressing the conceptual difficulties that the
students at Gjövik are experiencing in the ordinary mathematics courses.

4.4 Personalized Interfaces and Access to Educational Media

4.4.1 Submodule Description

Working Title. Personalized Interfaces, Navigation and Guidance - PerINaG

Contributing Research Groups and PIs. Hannover KBS (Nejdl/Allert)

Problem Description. Using information spaces learners must integrate new chunks of information into a coherent
mental representation. This coherence formation process makes great demand on learners’ cognitive and metacognitive
skills. They must make many decisions and there is a huge number of possible routes which can be constructed and
performed by the learner. They must orient themselves and build up connections between single concepts, learning
objects, units and courselets. They have to relate important items of content. In hypertext navigation and navigation in
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non-linear data bases learners suffer from conflicting and competing goal intentions as well as from cognitive overload
if the navigational task consumes too much of their resources. There is a strong need of distraction and violation
protection in learning and problem solving. The instructional design is therefore based on theories of working memory.

By using information spaces in project oriented learning, learners have to perform real tasks such as answering
questions, solving problems, writing reports, etc. So they do not only have to find information but also scan, read,
interpret, evaluate for utility, annotate, and form coherence. How can learners be assisted most effectively in orienta-
tion, access and navigation? What kinds of direct and indirect help/aid should be presented? How to aid navigation
in information spaces? Does it help learners to be presented the underlying complex domain/knowledge model or do
they need different access structure? For example: task-adaptive access/navigation structure facing the needs in differ-
ent stages of a project (broad overview, goal setting, information seeking, performing the procedural tasks, reflection
and analyses), depending on their prior knowledge. How to contextualize learning objects and units and to organize
access?

State-of-the-art research and systems concentrate on presentation and structuring of content. Trails and access
in the Open Learning Repository [DNWW01, KBN02, ADK

�

02] instead focus on skills students are to be able to
perform. We call them competencies. Example 1: Project orientation qualifies students to organize, coordinate, and
manage projects. Example 2: the trail ”Introduction to Scientific Communities” introduces students to scientific work.
Access is structured along these ”trails of competence”.

Using metadata and existing standards we state a lack of instructional information in metadata standards for
eLearning. State-of-the-art concepts for integrating instructional information in standards focus on ”instructional
neutrality”. Because of neutrality they lack important instructional information. We constitute an approach which is
deduced from philosophy of science (especially postmodern and poststructuralistic approaches) and science of edu-
cation. This approach of Instructional Roles supports any instructional context and any theory of cognition, learning
theory and instructional principle. This concept has to be introduced to standardization initiatives. We also apply it to
OLR.

Research Plan and Deliverables (shortened 1st year, with 2nd year revisions). This submodule will deal with
course structuring, access, navigation, and orientation in non-linear information spaces, as well as instructional and
cognitive impacts on the design of distributed learning repositories, and requirements for designing these systems with
evaluation in mind from the beginning. These general issues address many important actual problems and questions.
We will focus on the following:

The initiatives of Standardization in eLearning (IEEE LOM, ADL SCORM and others) are driven by a narrowed
perspective on learning. We want to open the view on learning in standardization and propose an approach of Instruc-
tional Roles in eLearning Metadata Standards, which explicitely supports the idea of annotating different paradigms,
models and principles in learning. Based on this general approach we will apply it to a concrete instructional prin-
ciple as well as theory of cognition. Corresponding to the ’trails of competence’ which will be implemented in the
Open Learning Repository (OLR) we will define a set of metadata suitable for situated learning and the concept of
’Communities of practice’ (CoP according to Lave and Wenger). Nevertheless, the approach of Instructional Roles is
applicable to any instructional model.

The Open Learning Repository (submodule MoCa - OLR) is based on metadata and is flexible to different instruc-
tional models and instructional principles. In a scenario-based-design we integrate different access structure which
are designed along different concepts such as ’Communities of Practice’ and project-based-learning. The OLR will be
used in CS courses at KBS (University of Hanover). Testbeds in Germany are described in the Edutella module.

The scenario-based-approach will support the implementation of the OLR into the practice of teaching and learning
at the University as well as the redesign of the courses themselves. We will further develop the scenario-based-
approach for specific purposes of the design of learning environments. The evaluation within the scenario-based-
design of OLR focusses on scenarios written by all stackeholders of the design process as well as by teaching staff.
These scenarios of intended use are contrasted by scenarios of current use.

Dissemination & Testbeds Testbeds: mainly ULI and CS courses at KBS (see Edutella), other testbeds in interaction
with collaborating modules. Dissemination: Publications and Reports.
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Collaboration and Scholarly Exchange Especially with Edutella, PleaSe, Modular Content Archives, in Sweden
with Department of Teacher Education. Cooperation and research visits.

Budget Overview (including overhead costs).

KBS: 30K first year, 30K second year, for part-time Ph.D. student, incl. overhead costs, travel and exchange.

L3S central: 15K first year, 15K second year, for part-time Ph.D. student in media and design education, especially
for evaluation, incl. overhead costs, travel and exchange.

4.4.2 Progress Report (KBS, Nejdl).

Research in the first project phase has concentrated on three main aspects:

1. We modelled different access structure to information spaces based on different learning theories and instruc-
tional principles, called trails of competencies. We modelled an instructional model specifing instructional meta-
data in order to be able to offer different forms of navigation in the Open Learning Repository (OLR3) based on
the following approaches: Expository Teaching (cognitive approach), Project Based Learning and Communities
of Practice (both situated approaches). We integrated the course Artificial Intelligence I and currently redesign
the interface [ADK

�

02].

2. Evaluation of the former version of OLR in order to guide the design of OLR3. We used a scenario-based-
approach which matches the key aspects of theory-based-evaluation proposed within the WGLN. We adopt the
scenario-based-approach (eg. [Bod99, Car00] to the design of learning systems and develop it further on. The
further development of the scenario-based-approach will focus on the differences between learning and work on
the one hand and modelling the context of a learning situation on the other [RA02].

3. As we designed access structure and concepts of navigation based on different learning theories we stated a
lack of instructional information in metadata standards such as LOM (IEEE) and SCORM (ADL). We therefore
developed the approach of Instructional Roles which integrates information on different theories of cognition,
learning theories and instructional principles to metadata standards [ADN02b, ADN02a].

Additionally, we were invited to give the following talks:

� Allert, Heidrun. Instructional Roles in eLearning Metadata Standards. “Open Source eLearning”. Bauhaus
University Weimar (Veranstaltungsreihe der Hochschulleitung, Fakultät Medien, Projekt medienquadrat sowie
Fachschaft Medien). Weimar, Dec 19th, 2002.

� Allert, Heidrun. Standardisierung in didaktischer Perspektive. 5. Hagener MultimediaWerkstatt - ZFE Zentrum
fuer Fernstudienentwicklung. Hagen, March 14th, 2002.

� Allert, Heidrun. Theoretischer Ansatz zur Rolle der Didaktik in Metadaten Standards. Workshop “Standard-
isierung im eLearning”18. Frankfurt 10/11 April 2002.

� We also currently contribute to German standardization initiative at DIN - Deutsches Institut für Normung e.V.
(German Institute for Standardization).

We collaborate with PleaSe (Personalized Learning Sequences). Some of the Learning Sequences are designed
along learning theories used in OLR3. We specify instructional metadata which serves both, the OLR3 as well as the
Personalized Learning Sequences. The Learning Sequences are integrated in the interface designed currently. The
OLR3 is open to Personalized Learning Sequences. We also collaborate with Modular Content Archieves (MoCA) in
the scenario-based-design of the Open Learning Repository (OLR3). It is designed along the concept of Communities
of Practice and Situated Learning. But it is also flexible to integrate models of Expository Teaching. We collaborate
in the specification of metadata in order to annotate these concepts.

Research Visits within PerINaG:
18http://www.httc.de/nmb/
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� November 2001: a research visit by Heidrun Allert and Hadhami Dhraief to the Learning Lab Uppsala, Sweden
and to the Department of Computer and Systems Sciences / CID, University of Stockholm (two weeks)

� June 2002: a research visit by Heidrun Allert and Christoph Richter at Stanford (5 weeks)

4.5 Learning Platforms based on Web Services

4.5.1 Submodule Description

Working Title. WebServices: Learning Platforms based on Web Services

Contributing Research Groups and PIs. Institute for Operating Systems and Computer Networks), TU Braun-
schweig (Fischer)

Problem Description. Today’s learning platforms are usually stand-alone platforms in that they basically provide
only one service (teaching/learning) for a given set of learning units (courses) which are stored within this system.
Course unit exchange with other platforms is often difficult, even when the units follow the SCORM standard, since
there is not standardized online way of exchanging these units. In addition, integration of such platforms in huger
contexts, including for example human capital management, as it would be desirable in professional educational
systems, is at least difficult.

Research Plan and Deliverables. We propose to investigate the newly standardized approach of web services to be
used as the communication infrastructure for e-Learning services. Web services basically provide an XML-based way
of implementing and using services in the WWW. The approach consists of a number of simple and efficient protocols
such as HTTP and SOAP, a language to describe services named WSDL, and a directory service that helps locating
available services called UDDI. SOAP, WSDL and UDDI are all based on XML as basic data description language.

The big advantage we see in using web services lies in its potential for standardization. Once access to certain
services (and we are interested in e-learning services here) is provided by the way of web services, this service can be
very easily integrated into any application that also speaks the web services’ languages. In addition, these applications
can make use of other services in the Net, thus allowing the creation of highly-integrated applications as described
above. Ideally, at the end, SCORM-based and thus standardized course descriptions would be exchanged over web-
services-based and thus also standardized communication infrastructures, creating a huge set of easily to be integrated
course units.

The plan described here covers the first year of the project. All in all, the project is expected to run for roughly
3 years. In the first year, we plan to do a feasibility study by first deriving the requirements on a solution and then
implementing a first and simple prototype. In the second and third year, the approach will be refined and completely
implemented, making use of all the features provided by web services that make sense in our context. In parallel, it
is planned to create first versions of a number of courses based on the early prototype. The test bed for this will be
outlined in the next section.

Within the first year, the following tasks have to be solved:

1. Current developments in the field of web services have to be surveyed. This is a rapidly evolving field, making
it necessary to gain a current overview (expected time: 2 person months).

2. A framework for the use of web services in e-learning environments has to be designed. Issues to be discussed
include:

How can course units be accessed through web services? Are they web services themselves, or is access to them
provided through web services?

How could learning applications look like that are based on web services? Is there a standard way (a recipe) for
building web-services based e-Learning applications?

Does it make sense to build hierarchies of web services, i.e., web services that themselves act as clients to other
web services. A purpose could be the integration of services on an even higher level.
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Overall time requirement for this phase should be roughly 4 to 5 person months. The expected outcome is a
detailed report that answers the questions posed above.

3. Create a first prototype for a web-services based educational application. The idea is to use one of the existing
and freely (in source code) available learning platforms as a basis. A web services interface should be build and
integrated into this platform, providing the server interface. On the other hand, a web-based client-side (client
for the educational platform) application (for instance based on servlets or similar technologies) has to be built;
access to this application by users is via the web. The new application needs to demonstrate the added value of
using web services by also integrating other services available in the web. This phase should be doable within 5
to 6 person months. As a result, a working prototype can be expected.

Dissemination, Test Beds, and Evaluation. Dissemination of results will be done through reports and scientific
publications on the different aspects outlined in the research plan. At the end of the first year, a prototypical im-
plementation of our approach will be available and can be expected to demonstrate the most important aspects of
web-services-based educational platforms.

The approach will be evaluated by applying the prototype within the “ELAN” environment. ELAN is a new e-
Teaching/e-Learning project in Lower Saxony, providing resources of 3 million Euro for the next 2.5 years to the
Universities of Braunschweig and Hannover. ELAN is both meant to use an existing well-established educational
software platform and experimental platforms, making it an ideal test bed for our purposes, especially for comparative
studies.

Collaboration and Scholarly Exchange. The work on this module is closely related to other modules building tools
and functionalities. Research visits to other participants are expected to be complemented with daily e-mail contacts.

Budget Overview (including overhead costs).

IBR: 70K USD for one year. Budget will pay for one PhD student, L3S overhead cost, travel and exchange.

4.5.2 Progress Report (IBR, Fischer).

This subproject will start in the second year.

4.6 L3S Center for Professional Development (L3SCPD)

4.6.1 Submodule Description

Working Title. L3SCPD: L3S Center for Professional Development

Contributing Research Groups and Pls. Hannover IANT (Jobmann/Krüger), KBS (Steimann), GEML (Garbe),
Schering Institut (Gockenbach)

Problem Description. L3S shall be enabled to market educational content, operating in two ways: 1) as profit center,
which is self funding, and 2) as support activity to enhance the internal lecturing of the university of Hannover and
possibly other participating universities.

Several approaches throughout the last two years have shown, that the market of education in Germany is so much
different from the US-market, that the straight adoption of US-defined continuing education activities into the German
environment are not self financing. The main reason for this is that in Germany university education is financed
indirectly by the government, not directly by the students. The bachelor or master degree can be achieved as a fulltime
student for an average fee of 100 Euro per half term at more than 30 Universities and more than 100 politechnical high
schools or as parttime student at the Fernuniversität Hagen or the FHS-Verbund for the same fee.

The knowledge on corporate mass education in office support technologies like training wordprocessors, spread-
sheets and others is not leading edge at universities and thus unlikely to be a L3SCPD market.
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A third possible opportunity could be the direct transfer of research results within continuing education directly
out of the labs of the university.

Internal teaching processes at German universities are still mainly based on traditional lectures with professor
and students present at the lecture hall at certain times. First tests show that there is a demand from the students for
tele-education. The methods to achieve similar or better results in tele-learning are still under development and need
further enhancements.

To run the L3SCPD it is mandatory to test and install a learning platform including campus management.

Development plan and deliverables. A business plan shall be developed in order to show the business opportunities
for self financing parts of L3SCPD. First draft ready in December 2002. Depending on the outcome further activities
will be defined.

The discussion on the learning platform needs to be based on an evaluation of three examples, after studying five
versions on paper basis. The paper studies and the actual experiences will result in a requirement portfolio which will
be used to challenge the three test versions. Available studies from the market will be bought. The paper studies will
be ready April 2003 and the test will be finalized December 2003.

The support of the internal activities in teleteaching will be in installing the tele-educational testbed at the L3S.
Due date April 2003. Based on the testbed, teaching scenarios will be developed, implemented and tested with three
types of lectures. Due date July 2004.

Dissemination, Testbeds and Evaluation. The business plan is to be presented to the board of management of L3S,
further steps need to be agreed with them. The outcome of the platform evaluation is to be presented to the participants
of L3S and to be agreed by the board of management. The evaluation of the testbed activities will be performed using
questionairs, from users, trainers and technicians.

Collaboration and Scholarly Exchange. With infrastructure modules (especially basic infrastructure and WebSer-
vices) for exchange of technical evaluations and extensions of commercial platforms.

Budget Overview (including overhead costs).

L3S central: 70K USD per year, 1 MY first year, 1MY second year for a Ph.D. student in professional education who
is engineer and teacher, L3S infrastucture costs, travel and exchange, external studies.

4.6.2 Progress Report (IANT, Jobmann).

During the first project phase about 60 training hours were recorded and placed on the streaming server at IANT. At
the same time KBS recorded about 30 training hours. About 20 students in IANT and about 40 in KBS used these
streams for their studies. The first round was done without formal evaluation due to the high learning progress of the
teaching and support staff and the changes which were implemented permanently. Now in the first term 2002 (SS2002)
the tool and methodological situation is stable and thus an evaluation process is under progress. Apart from the lecture
a tutorial process was developed which is under evaluation as well.

Several attempts in marketing the recorded lectures and some lectures from Stanford CPD were taken. The business
partners were interested in taking test lectures until we talked about prices for regular lectures. In parallel we did a
quick analysis on two platforms (Blackboard, Hut) and decided to buy a test licence from Hut to run our first term
2002 with that. The platform will be included in the running evaluation.

4.7 Copyright in Personalized Access to Distributed Learning Repositories

4.7.1 Submodule Description

Working Title. Copyright in Personalized Access to Distributed Learning Repositories (CORI-PADLR)

Contributing Research Groups and PIs. Göttingen IWF gGmbH Knowledge and Media
(Floto/Rebe/Sander/Dudzik)
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Problem Description and Research Plan (1st year, shortened) .
Objective of the PADLR framework is to specify how courselets are build, how they are organized and how

they are exchanged and reused, and how distributed content archives can be queried and navigated. While these
are necessary and important educational and technical issues, they are not sufficient to determine the future of the
exchange of Educational Media. Legal problems in conjunction with the use of Napster - an exchange platform for
music - have clearly shown the need to address copyright issues when exchanging media. Especially in an educational
environment, where public (universities) and private (publisher) partner collaborate, there is a strong demand for the
protection of intellectual property rights and the availability of appropriate business models. Therefore, inside the
PADRL framework there is a strong demand to investigate copyright issues for the exchange of media.

To solve this problems, several forms of protection of intellectual property right will be evaluated (watermark,
server-based-only media, copy protection, fees like the German Gemma etc.). Second, business models are going
to be evaluated (E-Commerce, Micropayment, Pay per View, Subscription, Syndication, Open Source etc.). Third,
appropriate forms of intellectual property right protection will be combined with sound business models and tested.

Problem Description and Research Plan (2nd year, revised). As regards the methods of protection of intellectual
property rights and business models, the main area of the research work in the second year will be the guideline
2001/29/EG on the harmonisation in special aspects of copyright in the European Union, which was passed by the
European Comission on 22nd May 2001. This guideline is based on the WIPO contracts, referring to the WCT =
WIPO Copyright Treaty and the WPPT = WIPO Phonograms and Performances Treaty, both from December 1996,
which were signed from the EU itself, most EU countries as well as the United States. As such, the ratification and
the transformation of these contracts and, in the EU, the transformation of the guideline could be the beginning of a
worldwide standardisation of copyright codification. The guideline is to be accepted into national law by December
22nd 2002. In Germany, the Ministry of Justice passed their first draft on the modification of the UrhG (German
copyright law) last month. However, due to the election of the German parliament in fall 2002 it is already certain that
they will not be in time.

Nevertheless there will be a great deal of public discussion on the changes which have to be made, should be made,
should not be made and must not be made to copyright law because of the guideline. As many different copyright
traditions exist that are concerned by these multinational arrangements (e.g. the American, British, Swedish, German,
and Italian legislations are all different), many people are afraid that this new codification could destroy the social
balance between the copyright holders and the public. In Germany in particular, there is concern for the ”Privatkopie”
- a right for every person to make one copy of nearly everything for private use without the consent of the copyright
holder. This right is not recognised in the US and there is concern inin Germany that it will be cancelled with the
modification of the UrhG (German copyright law). Chapter three of the guideline, which should support technical
methods to improve copyright security states that this new UrhG would be the last copyright legislation made by
parliament. It could thus be an authorization for every copyright holder to make his or her own law.

Indeed, what is meant by ”technical methods” in chapter three of the guideline must also be closely examined,
as musts also the effect of these methods onthe social ”contract” mentioned above, If, for example, digital rights
management systems would undermine fundamental public interests; or, on the other hand, if these technical methods
could be used to improve copyright security. It must be examined whether these modifications will have an influence
on the economic behaviour of consumers, copyright holders, authors and all others who are involved in copyright
issues. As previously mentioned, the importance of digital rights management systems could increase and so the use
of (juridical) metadata could also increase. On the other hand, the availability of free sources, for example, open
source software could decease. This should be examined as well.

Finally article 5 of the guideline offers the possibility of implementing several limitations in national copyright
legislation. This article is a conglomeration of the limitations which could be found in different EU member state leg-
islations, and so it is interesting to compare the foreign limitations with the German ones, thus making suggestions for
additions. Paragraph 3 a) of article 5 could make an interesting additional limitation for German copyright legislation.
This would allow the copying and non-commercial use of copyright protected material, including sound and picture
media, for all kinds of teaching and scientific research. Similar legislation already exists, for example, in Austria,
France, and the Netherlands. A way has to be found to build this limitation into German legislation as well as there
has to be found a way to compensate copyright holders for this. In this way, the contradiction between public pressure
on universities to finance their research projects and current copyright law can be examined as well as its relationship
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with the German privilege for non-commercial users to merely name the copyright holder.

Deliverables, Dissemination A document is planned (doctoral thesis from a faculty of law) which addresses the
issues mentioned above, especially the problems and possibilities concerning the EU guideline and other international
treaties. There will be also be several reports, papers, and scientific publications about these problems. Finally, the
implementation of the schemes on copyright legislation into a software solution is planned.

Testbeds and Evaluation The schemes and the software solution will be used with several testbeds from the partic-
ipating institutes. Reports on these tests will be collected, additionally an evaluation from the PADLR evaluation team
could also be carried out. Feedback forms will be designed so that the papers and reports can be analyzed especially
in order to obtain feedback from the participating institutes.

Collaboration and Scholarly Exchange. The modification of the national copyright laws is to be observed by all
PADLR projects. On the one hand, the issue of whether open source projects are still useful should be considered. It is
to be examined, whether digital rights management systems should be implemented in Edutella, and if so, which ones,
and also whether they should be implemented into the IWF Cells Platform19 and the IWFdigiclip platform. Finally
the ”technical methods” named in the EU guideline could cause existential problems for all peer-to-peer networks
and a way should be found to solve these problems. All participating institutes who want to use their research results
commercially are faced with these legal issues and so will all profit from research work in this field.

Budget Overview (including overhead costs).

IWF: 35 K USD for a PostDoc, including all travel costs and overhead, for two years.

4.7.2 Progress Report (IWF/TU-BS, Floto/Rebe).

The original proposal noted that the PADLR framework will raise several legal issues concerning the exchange of
(educational) media, especially in an international context using the Internet, the collaboration of public and private
partners and the availability of appropriate business models. Therefore, it was decided to investigate copyright issues
with the transfer of media. The research plan was firstly, to evaluate various methods of protecting intellectual property
rights, then to evaluate business models and lastly to combine the protection methods with sound business models. The
investigations of recent months have clearly shown that this approach was not detailed enough, especially regarding
the PADLR - projects.

The most important issue in the case of multimedia projects with international collaboration is not how the intel-
lectual property rights can be protected and how to make any research results commercially available. The first and
most important issue in such a project is the creation of an extremely clear structure. This structure should contain
contracts between all partners and rights holders detailing their functions and responsibilities and the intellectual prop-
erty rights of the project results etc. The creation of such a structure is the best way to enable research results to be
made commercially available.

It became clear that many similar projects, particularly when there are university partners, do not spend any time
at all on these questions before starting projects and were not able to rectify any mistakes once the projects were
completed. Therefore it was decided to develop basic planning schemes for the project. The schemes on general
aspects of planning for multimedia projects are almost complete. Additions will be made regularly. The schemes
can be found in the CORI-folder on the PADLR-Server20 and are called “Schemata zur Planung von Multimedia-
Projekten”.

The next issue that arose was that not only in the case of planning but also in all the other stages of multime-
dia projects, the project organisers are not usually legal specialists. Particularly in the case of public partners like
universities professional advice is not asked for, not only for financial reasons but also because problems are sim-
ply overlooked. Therefore we decided to design some basic schemes on the systematics in legislation of intellectual
property rights. Of course, for many questions, these schemes cannot replace professional advice, but they can help to

19http://www.cells.de
20http://www.learninglab.de/workspace/padlr/index.html
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avoid obvious mistakes and furthermore, they can help to formulate the right questions in order to get concrete answers
from professional legal advisers. This, at least, will save a certain amount of money. The schemes on the systematics
in German legislation on intellectual property rights are also quite advanced. The relevant folder is called: “Schemata
zum deutschen System des (geistigen) Eigentums”, again at the PADLR-Server.

The first idea was to simply design these schemes as separate papers. But while working on the schemes we became
aware of the benefits of connecting the papers with a software solution. The CORI-PADLR folder “Skizzierung der
softwarebasierten Schematalösung” gives a good overview of the system that could be created for the schemes using
this software solution.

After working on these basic elementary issues for the planning and realization of multimedia projects, we then
started to work on the particular copyright problems that occur when media is exchanged. As this was a major theme
during the PADLR workshops in Hannover and Uppsala, we realized that metadata is one of the most important ways
of making the exchange via the Internet possible or at least effective. However, we soon noticed that there were a lot
of different standards for metadata, but that no standard really offers a satisfactory system for legal metadata. So we
decided to investigate the problems and the possibilities of legal metadata. The folder “Skizzierung der Problematiken
rechtlicher Metadaten” gives a short description of the possibilities and the difficulties of legal metadata. A summary
report will be available soon.
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to 1985 he worked as a research scientist at the University of Stuttgart. From 1985 to 1989 he was project leader and
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